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Abstract. In this paper, we consider the Gâteaux directional differentiability of metric projection op-
erator and its properties in uniformly convex and uniformly smooth Bochner space Lp(S;X), in which
(S,A, µ) is a positive measure space and X is a uniformly convex and uniformly smooth Banach space.
Let (arbitrary) A ∈ A with µ(A) > 0 and define a subspace Lp(A;X) of Lp(S;X), which is considered
as a closed and convex subset of Lp(S;X). We first study the properties of the normalized duality map-
ping in Lp(S;X) and in Lp(A;X). For any c ∈ Lp(A;X) and r > 0, we define a closed ball BA(c; r)

in Lp(A;X) and a cylinder CA(c; r) in Lp(S;X) with base BA(c; r). Then, we investigate some op-
timal properties of the corresponding metric projections PLp(A;X), PBA(c;r) and PCA(c;r) that include
the inverse images, the Gâteaux directional differentiability and the precise solutions of their Gâteaux
directional derivatives.

Keywords. Bochner space, normalized duality mapping, metric projection operator, Gâteaux direc-
tional differentiability of metric projection operator
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1. Introduction

In this paper, we always, otherwise stated, consider the (standard) metric projection in uniformly
convex and uniformly smooth Banach spaces (see [1, 8, 12, 16, 23]. Let (Z, ∥·∥ ) be a real uniformly con-
vex and uniformly smooth Banach space with topological dual space (Z∗, ∥ · ∥∗). Let C be a nonempty
closed and convex subset of Z . Let PC : Z → C denote the (standard) metric projection operator,
which is a well defined single-valued mapping, such that, for any x ∈ Z , we have PCx ∈ C satisfying

∥x− PCx∥ ≤ ∥x− z∥, for all z ∈ C .
PCx is called the metric projection of point x onto C. PCx is considered as the best approximation

of x by elements of C , which is the closest point from x to C . For any y ∈ C , the inverse image of y
by the metric projection PC in Z is defined by

P−1
C (y) = {x ∈ X : PC(x) = y} .

In particular, if Z is a Hilbert space, then PC has the following properties:
(i) The basic variational principle: for any x ∈ Z and u ∈ C ,

u = PCx ⇔ ⟨x− u, u− z⟩ ≥ 0, for all z ∈ C .
(ii) PC is nonexpansive:

∥PCx− PCy∥ ≤ ∥x− y∥, for any x, y ∈ Z .
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With help of the above properties, the directional differentiability of PC in Hilbert spaces have been
studied by many authors (see [11, 13, 14, 18, 21, 24]).

However, the metric projection PC in a uniformly convex and uniformly smooth Banach space Z
does not enjoy the above simple basic variational principle (i) and the nonexpansive property (ii), in
general. Let JZ : Z → Z∗ be the normalized duality mapping in this uniformly convex and uniformly
smooth Banach space Z , which is a well-defined single-valued mapping (see [1, 29]). With the help of
JZ in uniformly convex and uniformly smooth Banach space Z,PC has the basic variational principle:
for any x ∈ Z and u ∈ C ,

u = PCx ⇔ ⟨Jz(x− u), u− z⟩ ≥ 0, for all z ∈ C .
Since JZ is not a linear operator, it substantially increases the difficulty in studying the directional

differentiability ofPC in uniformly convex and uniformly smooth Banach spaces. In [2, 6, 17, 25, 26, 30],
some types of directional differentiability are studied for some projection operators in Banach spaces,
which has been applied to approximation theory, convex program problems, optimal control problems,
and so forth (see [3, 4, 19, 20]).

Since Bochner spaces can be considered as special cases of Banach spaces, in this paper, we con-
centrate to study the directional differentiability of the metric projection in uniformly convex and uni-
formly smooth Bochner spaces. The definition of the directional differentiability follows that in [17].
We have more colorful properties of the directional differentiability of the metric projection in Bochner
spaces, which are extension of the results studied in [17] in uniformly convex and uniformly smooth
Banach spaces.

This paper is organized as follows. First, we review some concepts and properties of uniformly
convex and uniformly smooth Bochner spaces. Then, we study the properties and the representations
of the normalized duality mapping in some subspaces of Bochner spaces, which will be used to study the
properties of the metric projection in Bochner spaces (see [7, 15]). Let C be a closed and convex subset
of a uniformly convex and uniformly smooth Bochner space. In section 4, we will investigate some
properties and solutions of PC . In section 5, following the definition in [17], we give the definition
of the directional differentiability of the metric projection operator and investigate some properties.
Then we find the precise representations of the directional derivatives of PC . In sections 4 and 5, we
especially consider some special cases of C : proper subspaces, closed balls and closed cylinders of
uniformly convex and uniformly smooth Bochner spaces. As applications of the results obtained in
sections 4 and 5, in section 6, we study the properties and solutions of the directional derivatives of PC

in Hilbert spaces.

2. Preliminaries

2.1. Uniformly convex and uniformly smooth Bochner spaces. In this section, we review some
concepts and properties of uniformly convex and uniformly smooth Bochner spaces (see [5, 7, 9, 10, 15,
22, 24, 28, 27, 31, 32]). Let (S,A, µ) be a positive measure space. Let (X , ∥ · ∥X ) be a real uniformly
convex and uniformly smooth Banach space with topological dual space (X∗, ∥ · ∥X∗). Let ⟨·, ·⟩ denote
the real canonical evaluation pairing betweenX∗ andX . For anyA ∈ A and x ∈ X , let 1A⊗x denote
the X-valued simple function on S defined by

(1A ⊗ x) (s) = 1A(s)⊗ x =

{
x, if s ∈ A,
0, if s /∈ A,

for any s ∈ S

where 1A denotes the characteristic function of A on the space S. For an arbitrary given positive
integer n, let {A1, A2, . . . An} be a finite collection of mutually disjoint subsets in A with 0 < µ (Ai) <
∞, for all i = 1, 2, . . . n. Let {x1, x2, . . . xn} ⊆ X and let {a1, a2, . . . an} be a set of real numbers. Then,∑n

i=1 ai (1Ai ⊗ xi) is called a µ-simple function from S to X (See Definition 1.1.13 in [15]).
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Throughout this paper, we take positive numbers p and q, with 1 < p, q <∞ satisfying 1
p + 1

q = 1.
Let
(
Lp(S;X), ∥ · ∥Lp(S;X)

)
be the Lebesgue-Bochner function space that is called the Bochner space

based on the measure space S and the Banach spaceX , which is a real uniformly convex and uniformly
smooth Banach space. More precisely speaking, Lp(S;X) is the Banach space of µ-equivalent classes
of strongly measurable functions f : S → X with norm:

∥f∥Lp(S;X) =

(∫
S
∥f(s)∥pXdµ(s)

) 1
p

<∞, for 1 < p <∞.

The dual space of
(
Lp(S;X), ∥ · ∥Lp(S;X)

)
is
(
Lq (S;X

∗) , ∥ · ∥Lq(S;X∗)
)
. In this paper, we let ⟨·, ·⟩Lp

denote the real canonical evaluation pairing between the uniformly convex and uniformly smooth
Bochner spacesLq (S;X

∗) andLp(S;X). For easy referee, we list some properties of Bochner integrals
and Bochner spaces below.

(B1).
∥∥∫

S fdµ
∥∥
X

≤
∫
S ∥f∥Xdµ, for every f ∈ Lp(S,X);

(B2). Every φ ∈ Lq (S,X
∗) defines a bounded linear functional φ ∈ (Lp(S;X))∗ by the formula

⟨φ, f⟩Lp =

∫
S
⟨φ(ω), f(ω)⟩dµ(ω), for every f ∈ Lp(S,X).

It satisfies

∥φ∥(Lp(S;X))∗ = ∥φ∥Lq(S;X∗), for any φ ∈ Lq (S,X
∗) .

(B3). L2(S;X) is a Hilbert space ⇔ X is a Hilbert space.
(B4). For an arbitrary A ∈ A with 0 < µ(A) <∞ and for any x, y ∈ X , we have

1

µ(A)
1
p

(1A ⊗ x) ∈ Lp(S;X); (i)∥∥∥∥∥ 1

µ(A)
1
p

(1A ⊗ x)± 1

µ(A)
1
p

(1A ⊗ y)

∥∥∥∥∥
Lp(S;X)

= ∥x± y∥X ; (ii)

The mapping x→ 1

µ(A)
1
p

(1A ⊗ x) (isometrically) embeds X into Lp(S;X). (iii)

See [5, 9, 15, 22, 28] for more properties and more concepts of Bochner spaces.
For the considered uniformly convex and uniformly smooth Banach spaceX , the normalized duality

mapping JX : X → X∗ is a single-valued mapping satisfying
⟨JXx, x⟩ = ∥JXx∥X∗ ∥x∥X = ∥x∥2X = ∥JXx∥2X∗ , for any x ∈ X .

The normalized duality mapping JX in uniformly convex and uniformly smooth Banach space X
has many useful properties (see [1, 29] for more details). For example,

(i) JX : X → X∗ is one to one and onto;
(ii) JX is a continuous;
(iii) JX is a homogeneous operator;
(iv) JX is uniformly continuous on each bounded subset of X .
In particular, for the real Banach space lp and Lp(S), with 1 < p < ∞, the normalized duality

mapping holds the following analytic representations.
(a) For any x = (t1, t1, . . .) ∈ lp with x ̸= θ,

(
Jlpx

)
n
=

|xn|p−1 sign (xn)

∥x∥p−2
lp

=
|xn|p−2 xn

∥x∥p−2
lp

, for n = 1, 2, . . .



82 J. LI

(b) For any h ∈ Lp(S) with h ̸= θ,

(
JLp(S)h

)
(s) =

∥h(s)∥p−1
X sign(h(s))

∥h∥p−2
Lp(S)

=
∥h(s)∥p−2

X h(s)

∥h∥p−2
Lp(S)

, for all s ∈ S

The normalized duality mappings in the uniformly convex and uniformly smooth Bochner space
Lp(S;X) is denoted by JLp(S,X), which is abbreviated as Jp if there is no confusion caused. Then,
by the properties of normalized duality mappings, both JX and Jp are single valued, one to one and
onto continuous maps. The normalized duality mappings in the dual spaces X∗ and Lq (S;X

∗) are
respectively denoted by JX∗ and J∗

q , if there is no confusion caused. They have the following properties
and analytic representations, which are proved in [7].

Corollary. (3.2 in [7]) Let A ∈ A with 0 < µ(A) <∞. Then, for any x ∈ X with x ̸= 0, we have

Jp (1A ⊗ x) (s) =
µ(A)

1
p

µ(A)
1
q

(1A ⊗ JXx) (s), for all s ∈ S.

It is equivalent to

Jp

(
1

µ(A)
1
p

(1A ⊗ x)

)
(s) =

1

µ(A)
1
q

(1A ⊗ JXx) (s), for all s ∈ S

Corollary. (3.3 in [7]) Jp maps every µ-simple function inLp(S;X) to µ-simple function inLq (S;X
∗)

with respect to the same partition in S. Moreover, for any given µ-simple function
∑n

i=1 (1Ai ⊗ xi) in
Lp(S;X), we have

Jp

(
n∑

i=1

(1Ai ⊗ xi)

)
(s) =

1(∑n
j=1 ∥xj∥

p
X µ (Aj)

) 1
q
− 1

p

n∑
i=1

∥xi∥p−2
X (1Ai ⊗ JXxi) (s), for all s ∈ S.

Corollary. (3.4 in [7]) For any f ∈ Lp(S;X), let {fn} be a sequence of µ-simple functions in Lp(S;X)
satisfying

fn → f , in Lp(S;X), as n→ ∞.
Then {Jpfn} is a sequence of µ-simple functions in Lq (S;X

∗) such that

Jpfn → Jpf , in Lq (S;X
∗) , as n→ ∞.

2.2. Thefunction of smoothness of uniformly convex anduniformly smooth ofBanach spaces.
For a uniformly convex and uniformly smooth Banach space (X, ∥·∥) with topological dual space (X∗,
∥ · ∥∗ ), let S(X) be the unit sphere of X , that is, S(X) = {x ∈ X : ∥x∥ = 1}. Then, it is well-known
that X is uniformly smooth if and only if the limit

lim
t↓0

∥x+ tv∥ − ∥x∥
t

exists uniformly for all (x, v) ∈ S(X)×S(X). Then, in [17], we introduced the following definition.

Definition. (2.1 in [17]) Let X be a uniformly convex and uniformly smooth Banach space. Define ψX

: S(X)× S(X) → R by

ψX(x, v) = lim
t↓0

∥x+ tv∥ − ∥x∥
t

, for any (x, v) ∈ S(X)× S(X). (2.1)
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ψX is called the function of smoothness of this Banach space X . Since X is uniformly convex and
uniformly smooth, then, the limit (2.1) is attained to ψX(x, v) uniformly for (x, v) ∈ S(X) × S(X)
(see Takahashi [31]).

For the convenience and simplicity, we extend the concept of function of smoothness of uniformly
smooth Banach space X from S(X)× S(X) to X × (X\{θ}).

Definition 2.1. Let X be a uniformly convex and uniformly smooth Banach space. Define ΨX :
X × (X\{θ}) → R by

ΨX(x, v) = lim
t↓0

∥x+ tv∥ − ∥x∥
t

, for any (x, v) ∈ X × (X\{θ}). (2.2)

ΨX is called the (extended) function of smoothness of this Banach space X . Next, we show that ΨX is
indeed an extension of ψX defined in (2.1) from S(X)× S(X) to X × (X\{θ}).

Lemma 2.2. Let X be a uniformly convex and uniformly smooth Banach space. Then, for any (x, v) ∈
X × (X\{θ}), we have

ΨX(x, v) =

{
∥v∥, for x = θ,

∥v∥ψX

(
x

∥x∥ ,
v

∥v∥

)
, for x ̸= θ.

(2.3)

and

ΨX(x, v) = lim
t↓0

∥x+ tv∥ − ∥x∥
t

=
⟨J(x), v⟩

∥x∥
, for x ̸= θ.

In particular,

ΨX(x, x) = ∥x∥, for any x ̸= θ.

Proof. If x = θ, then it is clear to have

ΨX(θ, v) = ∥v∥, for any v ̸= θ.
For any (x, v) ∈ (X\{θ})× (X\{θ}), we have

ΨX(x, v) = lim
t↓0

∥x+ tv∥ − ∥x∥
t

= lim
t↓0

∥x∥
(∥∥∥ x

∥x∥ + ∥v∥t v
∥x∥∥v∥

∥∥∥− ∥∥∥ x
∥x∥

∥∥∥)
t

= lim
t↓0

∥v∥
∥x∥

∥x∥
(∥∥∥ x

∥x∥ + ∥v∥t v
∥x∥∥v∥

∥∥∥− ∥∥∥ x
∥x∥

∥∥∥)
∥v∥t
∥x∥

= ∥v∥ψX

(
x

∥x∥
,
v

∥v∥

)
.

□

Since in the last section of this paper, we will study the properties of the metric projection in Hilbert
spaces, so, in next lemma, we consider the function of smoothness of Hilbert spaces, which are consid-
ered as special cases of uniformly convex and uniformly smooth Banach spaces.
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Lemma 2.3. Let (H, ∥·∥) be a Hilbert space with inner product ⟨·, ·⟩. Then, for any (x, v) ∈ H×(H\{θ}),
we have

ΨH(x, v) =

{
∥v∥, if x = θ
1

∥x∥⟨x, v⟩, if x ̸= θ
(2.4)

Proof. The proof of this lemma is straight forward and it is omitted here. □

Notations: Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 <
p < ∞. For the simplicity of notations, the function of smoothness of this uniformly smooth Bochner
space Lp(S;X) is rewritten as:

ΨLp(S,X) ≡ Ψp

3. The normalized duality mapping in subspaces of Bochner spaces

Definition 3.1. Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 <
p <∞. For an arbitrary A ∈ A with µ(A) > 0 and for f ∈ Lp(S;X), if f satisfies

f(s) = θ, for µ-almost every s ∈ S\A,
then, f is said to be supported inA. We denote the collection of all functionals inLp(S;X) supported

in A as follows

Lp(A;X) = {f ∈ Lp(S;X) : f(s) = θ, for µ-almost every s ∈ S\A} .
We similarly define

Lq (A;X
∗) = {φ ∈ Lq (S;X

∗) : φ(s) = θ, for µ-almost every s ∈ S\A} .

Lemma 3.2. Lp(A;X) has the following properties:
(a) Lp(A;X) is a subspace of LP (S;X);
(b) If µ(S\A) > 0, then Lp(A;X) is a proper subspace of LP (S;X);
(c) Lp(A;X) is a uniformly convex and uniformly smooth Bochner space with the measure space

(A,A|A , µ|A) such that

(Lp(A;X))∗ = Lq (A;X
∗) .

Proof. The proof of this lemma is straight forward and it is omitted here. □

Let A ∈ A with µ(A) > 0. For f ∈ Lp(S;X), we write

fA(s) =

{
f(s), for s ∈ A,
θ, for s /∈ A.

Lemma 3.3. Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 < p <∞.
Let A ∈ A with µ(A) > 0. For any f ∈ Lp(S;X), we have

(a) fA ∈ Lp(A;X);
(b) (λf)A = λfA, for any λ ∈ R;
(c) (f + g)A = fA + gA, for any f, g ∈ Lp(S;X).

Proof. The proof of this lemma is straight forward and it is omitted here. □
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Lemma 3.4. Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 < p <∞.
For A ∈ A with µ(A) > 0 and for f ∈ Lp(S;X), we have

(a) JpfA ∈ Lq (A;X
∗) and

(JpfA)A = JpfA

(b) Furthermore,

f ∈ Lp(A;X) ⇒ Jpf ∈ Lq (A;X
∗)

That is, Jp : Lp(A;X) → Lq (A;X
∗);

(c) Moreover, for any f ∈ Lp(S;X) with fA ̸= θ, we have

(Jpf)A =
∥fA∥p−2

Lp(A;X)

∥f∥p−2
Lp(S;X)

JpfA

More precisely, for s ∈ A.

(Jpf) (s) =
∥fA∥p−2

Lp(S;X)

∥f∥p−2
Lp(S;X)

(JpfA) (s)

(d) In general, if µ(S\A) > 0, then

(Jpf)A ̸= JpfA.

Proof. Proof of (a). We calculate

⟨JpfA, fA⟩Lp

=

∫
S
⟨(JpfA) (s), fA(s)⟩ dµ(s)

=

∫
A
⟨(UpfA) (s), fA(s)⟩ dµ(s) +

∫
S\A

⟨(UpfA) (s), fA(s)⟩ dµ(s)

=

∫
A
⟨(JpfA) (s), fA(s)⟩ dµ(s)

=

∫
A

〈
(UpfA)A ( s), fA(s)

〉
dµ(s) +

∫
S\A

〈
(UpfA)A ( s), fA(s)

〉
dµ(s)

=

∫
S

〈
(UpfA)A (s), fA(s)

〉
dµ(s)

=
〈
(UpfA)A , fA

〉
Lp
.

By the definition of Jp, this implies

∥JpfA∥Lq(S;X∗) ∥fA∥Lp(S;X)

= ⟨JpfA, fA⟩Lp

=
〈
(JpfA)A , fA

〉
Lp

≤
∥∥(JpfA)A∥∥Lq(S;X∗)

∥fA∥Lp(S;X) . (3.1)

It follows that
∥JpfA∥Lq(S;X∗) ≤

∥∥(JpfA)A∥∥Lq(S;X∗)∗
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It is clear to see ∥∥(JpfA)A∥∥Lq(S;X∗)
≤ ∥JpfA∥Lq(s;X∗)∗

This implies ∥∥(JpfA)A∥∥Lq(S;X∗)
= ∥JpfA∥Lq(S;X∗)∗ (3.2)

By (3.1), we have 〈
(JpfA)A , fA

〉
Lp

=
∥∥(JpfA)A∥∥Lq(S;X∗)

∥fA∥Lp(S;X) (3.3)

On the other hand, by (3.2), we have

∥fA∥Lp(S;X) = ∥JpfA∥Lq(S;X∗) = ∥JpfA
)
A
∥Lq(S;X∗)∗ (3.4)

(3.3) and (3.4) imply
(JpfA)A = JpfA.

Hence, JpfA ∈ LP (A;X).
It is clear that part (b) follows from part (a) immediately. Moreover, we give a directly proof for part

(b) by using the representations of Jp. By Proposition 3.1 in [7], for any f ∈ Lp(S;X) with fA ̸= θ,
we have

(JpfA) (s) =
∥fA(s)∥p−2

X JX (fA(s))

∥fA∥p−2
Lp(S;X)

, for all s ∈ S

=


∥f(s)∥p−2

X JX(f(s))

∥fA∥p−2
Lp(A;X)

, for all s ∈ A,

θ, for all s ∈ S\A.
(3.5)

This implies JpfA ∈ Lq (A;X
∗). Next, we prove (c). For any f ∈ Lp(S;X) with fA ̸= θ, by

Proposition 3.1 in [7], we have

(Jpf) (s) =
∥f(s)∥p−2

X JX(f(s))

∥f∥p−2
Lp(S;X)

, for all s ∈ S.

In particular, for all s ∈ A, we have

(Jpf) (s) =
∥f(s)∥p−2

X JX(f(s))

∥f∥p−2
Lp(S;X)

,

=
∥fA∥p−2

Lp(S;X)

∥f∥p−2
Lp(S;X)

∥fA(s)∥p−2
X JX (fA(s))

∥fA∥p−2
Lp(S;X)

=
∥fA∥p−2

Lp(S;X)

∥f∥p−2
Lp(S;X)

(JpfA) (s), for all s ∈ A. (3.6)

This proves (c). In case, if µ(S\A) > 0, then, we can choose f ∈ Lp(S;X) such that ∥f∥Lp(S;X) ̸=
∥fA∥Lp(A;X). For such a f ∈ Lp(S;X), by (3.5) and (3.6), we have

(Jpf) (s) ̸= (JpfA) (s), for all s ∈ A, at which f(s) ̸= θ.

From this, part (d) follows immediately. □
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Definition 3.5. Let (S,A, µ) be a measure space. Let N be the set of all positive integers and M a
nonempty subset of N. Let {An ∈ A : n ∈M} be a family of subsets of S satisfying µ (An) > 0, for
every n ∈M . If the following conditions are satisfied

An ∩Am = ∅, for n ̸= m and ∪n∈M An = S,

then, {An ∈ A : n ∈M} is called a strong partition of S.

Proposition 3.6. Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 <
p <∞. Let {An ∈ A : n ∈M} be a strong partition of S. For any f ∈ Lp(S;X) with f ̸= θ, then

Jpf =
1

∥f∥p−2
Lp(S;X)

∑
n∈M

∥fAn∥
p−2
Lp(An;X) JpfAn

Proof. Let f ∈ Lp(S;X) with f ̸= θ. Define

Mf =
{
n ∈M : ∥fAn∥Lp(An;X) ̸= 0

}
Since {An ∈ A : n ∈M} is a strong partition of S, by the representation of Jp given in Proposition

3.1 in [7], for all s ∈ S, we have

(Jpf) (s) =
∥f(s)∥p−2

X JX(f(s))

∥f∥p−2
Lp(S;X)

=
∑
n∈M

∥fAn(s)∥
p−2
X JX (fAn(s))

∥f∥p−2
Lp(S;X)

=
∑
n∈Mf

∥fAn(s)∥
p−2
X JX (fAn(s))

∥f∥p−2
Lp(S;X)

=
1

∥f∥p−2
Lp(S;X)

∑
n∈Mf

∥fAn∥
p−2
Lp(S;X)

∥fAn∥
p−2
Lp(S;X) ∥

p−2
X JX (fAn(s))

=
1

∥f∥p−2
Lp(S;X)

∑
n∈Mf

∥fAn∥
p−2
Lp(S;X)

∥fAn(s)∥
p−2
X JX (fAn(s))

∥fAn∥
p−2
Lp(S;X)

=
1

∥f∥p−2
Lp(S;X)

∑
n∈Mf

∥fAn∥
p−2
Lp(S;X) (UpfAn) (s)

=
1

∥f∥p−2
Lp(S;X)

∑
n∈M

∥fAn∥
p−2
Lp(S;X) (JpfAn) (s), for all s ∈ S.

This implies

Jpf =
1

∥f∥p−2
Lp(S;X)

∑
n∈M

∥fAn∥
p−2
Lp(An;X) JpfAn

□

Corollary 3.7. Let Lp(S;X) be a uniformly convex and uniformly smooth Bochner space with 1 < p <
∞. For any A ∈ A with µ(A) > 0 and µ(S\A) > 0, let Lp(A;X) be the proper subspace of Lp(S;X)
given in Definition 3.1. For any f ∈ Lp(S;X) with f ̸= θ, we have

Jpf =
1

∥f∥p−2
Lp(S;X)

(
∥fA∥p−2

Lp(A;X) JpfA +
∥∥fS\A∥∥p−2

Lp(S\A;X)
JpfS\A

)
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4. The metric projection in uniformly convex and uniformly smooth Bochner spaces

4.1. Themetric projection onto closed subspaces of uniformly convex and uniformly smooth
Bochner spaces. Recall that, for A ∈ A with µ(A) > 0,

(
Lp(A;X), ∥ · ∥Lp(A;X)

)
is a subspace of

Lp(S;X) given in Definition 3.1. The topological dual space of Lp(A;X) is Lq (A;X
∗). If the given

subsetA ofS satisfies µ(S\A) > 0, thenLp(A;X) is a proper subspace ofLp(S;X). In this subsection,
we study the metric projection from Lp(S;X) onto Lp(A;X). It helps us to study the directional
differentiability of the metric projection in next section.

Lemma 4.1. Let A ∈ A with µ(A) > 0 and µ(S\A) > 0. For any f ∈ Lp(S;X), we have
(a) PLp(A;X)(f) = fA;
(b) PLp(A;X)(λf) = λfA, for any λ ∈ R;

Proof. Proof of (a). For any g ∈ Lp(A;X), we calculate

⟨Jp (f − fA) , fA − g⟩Lp

=

∫
S
⟨Up (f − fA) (s), fA(s)− g(s)⟩ dµ(s)

=

∫
A
⟨Up (f − fA) (s), fA(s)− g(s)⟩ dµ(s) +

∫
S\A

Up (f − fA) (s), fA(s)− g(s)

〉
dµ(s)

=

∫
A
⟨Up (θA) , fA(s)− g(s)⟩ dµ(s) +

∫
S\A

⟨Up(f)(s), θ⟩ dµ(s)

=

∫
A
⟨θA, fA(s)− g(s)⟩ dµ(s) +

∫
S\A

⟨Up(f)(s), θ⟩ dµ(s)

=0, for every g ∈ Lp(A;X).

By the basic variational principle of PLp(A;X), this proves (a) of this lemma. Then (b) of this lemma
follows from part (a) of this lemma and part (b) of Lemma 3.3. □

Corollary 4.2. Let A ∈ A with µ(A) > 0 and µ(S\A) > 0. Then, we have,

PLp(A;X)(f) = θA, for any f ∈ Lp(S\A;X). (i)
P−1
Lp(A;X) (θA) = Lp(S\A;X) (ii)

For any h ∈ Lp(A;X), P−1
Lp(A;X)(h) is a closed and convex cone in Lp(S;X) with vertex at h and

P−1
Lp(A;X)(h) = h+ Lp(S\A;X). (iii)

Proof. Parts (i) and (ii) of this corollary follow from Lemma 4.1 immediately. We only show part (iii).
For any h ∈ Lp(A;X), by part (a) in Lemma 4.1, we have

P−1
Lp(A;X)(h) = {f ∈ Lp(S;X) : fA = h}

= h+ {f ∈ Lp(S;X) : fA = θA}

= h+ P−1
Lp(A;X) (θA)

= h+ Lp(S\A;X).

□

It is well-known that, in general, the metric projection operator in uniformly convex and uniformly
smooth Banach spaces is not nonexpansive. However, in particular, in uniformly convex and uniformly
smooth Bochner spaces, when the considered closed and convex subset C is a proper subspace defined
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in Definition 3.1, the metric projection operator is nonexpansive, which can be proved by using Lemma
4.1 as follows.

Corollary 4.3. Let A ∈ A with µ(A) > 0 and µ(S\A) > 0. Then, PLp(A;X) is nonexpansive.

Proof. For any f, g ∈ LP (S;X), by Lemma 4.1, we have

PLp(A;X)(f) = fA and PLp(A;X)(g) = gA.
This implies ∥∥PLp(A;X)(f)− PLp(A;X)(g)

∥∥
Lp(S;X)

=
∥∥PLp(A;X)(f)− PLp(A;X)(g)

∥∥
Lp(A;X)

= ∥fA − gA∥Lp(A;X)

≤∥f − g∥Lp(S;X).

□

4.2. Themetric projection onto closed balls in subspaces of uniformly convex and uniformly
smooth Bochner spaces. For any r > 0 and v ∈ Lp(A;X), we define the closed, open balls (open in
Lp(A;X) ) and the sphere in Lp(A; X ) with radius r and with center at v, respectively, by

BA(v, r) =

{
f ∈ Lp(A;X) :

(∫
A
∥f(s)− v(s)∥pXdµ(s)

) 1
p

≤ r

}

Bo
A(v, r) =

{
f ∈ Lp(A;X) :

(∫
A
∥f(s)− v(s)∥pXdµ(s)

) 1
p

< r

}
,

SA(v, r) =

{
f ∈ Lp(A;X) :

(∫
A
∥f(s)− v(s)∥pXdµ(s)

) 1
p

= r

}
.

We note that BA(v, r) is a nonempty closed, bounded and convex subset in Lp(S;X). If µ(S\A) >
0, then BA(v, r) is not a (closed) ball in Lp(S;X) and Bo

A(v, r) is not open in Lp(S;X). However,
Bo

A(v, r) and SA(v, r ) form a partition of BA(v, r). In particular, if v = θ, then BA(θ, r), B
o
A(θ, r)

and SA(θ, r) are denoted byBA(r), B
o
A(r) and SA(r), respectively. In this subsection, we consider the

properties of the metric projection onto closed ballsBA(r). All results aboutBA(r) can be analogously
extended to BA(v, r). For r > 0, based on BA(r), we define the following subsets in Lp(S;X) :

CA(r) = {f ∈ Lp(S;X) : fA ∈ BA(r)} ,
Co
A(r) = {f ∈ Lp(S;X) : fA ∈ Bo

A(r)} .
CA(r) andCo

A(r) are called cylinders inLp(S;X) with basesBA(r) andBo
A(r) inLp(A;X), respec-

tively. If µ(S\A) > 0, then CA(r) is a closed, unbounded and convex subset in Lp(S;X) and Co
A(r)

is an open, unbounded and convex subset in Lp(S;X). In particular, if µ(S\A) = 0, then Lp(A;X)
coincides with Lp(S;X) and, in this case, BA(v, r), B

o
A(v, r), SA(v, r), CA(r) and Co

A(r) are respec-
tively denoted by B(v, r), Bo(v, r), S(v, r), C(r) and Co(r). Moreover, in the case that µ(S\A) = 0,
we have

C(r) = B(r) and Co(r) = Bo(r).
Next, we calculate the values of the metric projection from Lp(S;X) onto BA(r).
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Theorem 4.4. For r > 0 and g ∈ Lp(S;X), we have
(a) PBA(r)(g) = g, for g ∈ BA(r);
(b) PBA(r)(g) =

r
∥g∥Lp(A;X)

g, for g ∈ Lp(A;X)\BA(r);

(c) PBA(r)(g) = gA, for g ∈ CA(r)\Lp(A;X);
(d) PBA(r)(g) =

r
∥gA∥Lp(A;X)

gA, for g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)).

Proof. Part (a) is clear. We prove part (b). For any given g ∈ Lp(A;X)\BA(r), g must satisfies
∥g∥Lp(S;X) = ∥g∥Lp(A;X) > r. Then, for any f ∈ BA(r), we have〈

Jp

(
g − r

∥g∥Lp(S;X)
g

)
,

r

∥g∥Lp(S;X)
g − f

〉

=

(
1− r

∥g∥Lp(A;X)

)〈
Jp(g),

r

∥g∥Lp(A;X)
g − f

〉

=

(
1− r

∥g∥Lp(A;X)

)(
r∥g∥Lp(A;X) − ⟨Jp(g), f⟩

)
≥

(
1− r

∥g∥Lp(A;X)

)(
r∥g∥Lp(A;X) − ∥Jp(g)∥Lq(A;X∗) ∥f∥Lp(A;X)

)
=

(
1− r

∥g∥Lp(A;X)

)(
r∥g∥Lp(A;X) − ∥g∥Lp(A;X)∥f∥Lp(A;X)

)
=
(
∥g∥Lp(A;X) − r

) (
r − ∥f∥Lp(A;X)

)
≥ 0, for all f ∈ BA(r).

Since r
∥g∥Lp(S;X)

g = r
∥g∥Lp(A;X)

g ∈ SA(r), by the basic variational principle of PBA(r), this implies

PBA(r)(g) =
r

∥g∥Lp(A;X)
g, for g ∈ Lp(A;X)\BA(r)

Proof of (c). Since g ∈ CA(r)\Lp(A;X), then gA ∈ BA(r) and g /∈ Lp(A;X). It follows that

∥gA∥Lp(A;X) ≤ r and ∥gA∥Lp(A;X) < ∥g∥Lp(S;X)

Then, for any f ∈ BA(r) ⊆ Lp(A;X), we have

⟨Jp (g − gA) , gA − f⟩

=

∫
S
⟨Jp (g − gA) (s), gA(s)− f(s)⟩ dµ(s)

=

∫
A
⟨Up (g − gA) (s), gA(s)− f(s)⟩ dµ(s) +

∫
S\A

⟨Jp (g − gA) (s), gA(s)− f(s)⟩ dµ(s)

=

∫
A
⟨Up (θA) , gA(s)− f(s)⟩ dµ(s) +

∫
S\A

⟨Up (g − gA) (s), θ⟩ dµ(s)

=

∫
A
⟨θA, gA(s)− f(s)⟩ dµ(s) +

∫
S\A

⟨Up (g − gA) (s), θ⟩ dµ(s)

=0, for every f ∈ BA(r) ⊆ Lp(A;X).

Since gA ∈ BA(r), by the basic variational principle of PBA(r), this implies
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PBA(r)(g) = gA, for g ∈ CA(r)Lp(A;X).
The proof of part (d) is similar to the proof of part (b). For g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)) , g /∈

CA(r) ∪ Lp(A;X), then gA /∈ BA(r). By g /∈ Lp(A;X), it follows that

∥gA∥Lp(A;X) > r and ∥gA∥Lp(A;X) < ∥g∥Lp(S;X).
Then, f ∈ BA(r) implies r

∥gA∥Lp(S;X)
gA − f ∈ Lp(A;X). By Lemma 3.4 and Corollary 3.7, we have〈

Jp

(
g − r

∥gA∥Lp(S;X)

gA

)
,

r

∥gA∥Lp(S;X)

gA − f

〉

=

〈
p

(
gS\A +

(
1− r

∥gA∥Lp(A;X)

)
gA

)
,

r

∥gA∥Lp(S;X)

gA − f

〉

=

(
1− r

∥gA∥Lp(A;X)

)〈
Jp (gA) ,

r

∥gA∥Lp(A;X)

gA − f

〉

=

(
1− r

∥gA∥Lp(A;X)

)(
r ∥gA∥Lp(A;X) − ⟨Jp (gA) , f⟩

)
≥
(
∥gA∥Lp(A;X) − r

) (
r − ∥f∥Lp(A;X)

)
≥0, for all f ∈ BA(r).

By ∥gA∥Lp(A;X) > r, we have r
∥gA∥Lp(S;X)

gA = r
∥gA∥Lp(A;X)

gA ∈ BA(r), by the basic variational
principle of PBA(r), this implies

PBA(r)(g) =
r

∥gA∥Lp(S;X)

gA, for g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)) .

□

Notice that if µ(S\A) = 0, then Lp(A;X) coincides with Lp(S;X). In this case, we have

BA(v, r) = B(v, r) and CA(r) = B(r).
Then, by Theorem 4.4, we have

Corollary 4.5. For r > 0 and g ∈ Lp(S;X), we have
(a) PB(r)(g) = g, for g ∈ B(r);
(b) PB(r)(g) =

r
∥g∥Lp(S;X)

g, for g ∈ Lp(S;X)\B(r).

By applying Theorem 4.4 to simple functions in Lp(S;X), we have the following results.

Corollary 4.6. Let A ∈ A with µ(A) = 1 and x ∈ X . For r > 0, we have
(a) PBA(r) (1A ⊗ x) = 1A ⊗ x, if ∥x∥X ≤ r;
(b) PBA(r) (1A ⊗ x) = r

∥x∥X (1A ⊗ x), if ∥x∥X > r.

Proof. By µ(A) = 1, we calculate

∥1A ⊗ x∥Lp(S;X) = ∥x∥X .
Then, this corollary follows from Corollary 4.5 immediately. □



92 J. LI

4.3. The metric projection onto closed cylinders in uniformly convex and uniformly smooth
Bochner spaces. In next theorem, we calculate the values of the metric projection from Lp(S;X)
onto a closed and convex cylinder CA(r) in Lp(S;X).

Theorem 4.7. For any r > 0 and g ∈ Lp(S;X), we have
(a) PCA(r)(g) = g, for g ∈ CA(r);
(b) PCA(r)(g) =

r
∥gA∥Lp(A;X)

gA + gS\A, for g ∈ Lp(S;X)\CA(r).

Proof. Part (a) is clear. We prove part (b). For any given g ∈ Lp(S;X)\CA(r), it satisfies

∥gA∥Lp(S;X) = ∥gA∥Lp(A;X) > r (4.1)

By part (c) in Lemma 3.3, we notice that(
r

∥gA∥Lp(A;X)

gA + gS\A

)
A

=
r

∥gA∥Lp(A;X)

gA

By (4.1), this implies

r

∥gA∥Lp(A;X)

gA + gS\A ∈ Cp(r) (4.2)

It is clear that, for g ∈ Lp(S;X), we have the following decomposition

g = gA + gS\A. (4.3)
Then, for any f ∈ CA(r), by Jp (gA) ∈ Lq (A;X

∗) and (4.1), we have〈
Jp

(
g −

(
r

∥gA∥Lp(A;X)

gA + gS\A

))
,

(
r

∥gA∥Lp(A;X)

gA + gS\A

)
− f

〉

=

〈
Jp

((
gA + gS\A

)
− r

∥gA∥Lp(A;X)

gA − gS\A

)
,

(
r

∥gA∥Lp(A;X)

gA + gS\A

)
−
(
fA + fS\A

)〉

=

(
1− r

∥gA∥Lp(A;X)

)〈
Jp (gA) ,

r

∥gA∥Lp(A;X)

gA − fA

〉

+

(
1− r

∥gA∥Lp(A;X)

)〈
Jp (gA) , gS\A − fS\A

〉
=

(
1− r

∥gA∥Lp(A;X)

)〈
Jp (gA) ,

r

∥gA∥Lp(A;X)

gA − fA

〉

=

(
1− r

∥gA∥Lp(A;X)

)
r

∥gA∥Lp(A;X)

∥A∥2Lp(A;X) −

(
1− r

∥gA∥Lp(A;X)

)
⟨Jp (gA) , fA⟩

≥

(
1− r

∥gA∥Lp(A;X)

)(
r ∥gA∥Lp(A;X) − ∥gA∥Lp(A;X) ∥fA∥Lp(A;X)

)
=
(
∥gA∥Lp(A;X) − r

)(
r − ∥fA∥Lp(A;X)

)
≥0, for all f ∈ CA(r).

By (4.2) and by the basic variational principle of PCA(r), this implies
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PCA(r)(g) =
r

∥gA∥Lp(A;X)

gA + gS\A, for g ∈ Lp(S;X)\CA(r).

□

Remarks on Corollary 4.5 andTheorem 4.7. As we noticed before Corollary 4.5, if µ(S\A) = 0,
then Lp(A;X) coincides with Lp(S;X). In this case, we have CA(r) = B(r) and

gS\A = θ, for g ∈ Lp(S;X).

Then, we can see that Corollary 4.5 can be induced by Theorem 4.7.

5. The directional differentiability of the metric projection in uniformly convex and
uniformly smooth Bochner spaces

5.1. The directional differentiability of the metric projection in uniformly convex and uni-
formly smooth Banach spaces. In [17], the Gâteaux directional differentiability of PC in uniformly
convex and uniformly smooth Banach spaces is defined (see Definition 4.1 in [17]). This topic was deeply
studied in Hilbert spaces in [18]. In this section, we recall the definitions and properties obtained in
[17].

In this subsection, let (Z, ∥ · ∥) be a real uniformly convex and uniformly smooth Banach space
with topological dual space (Z∗, ∥ · ∥∗). Let C be a nonempty closed and convex subset of Z . For an
arbitrary
x ∈ Z and for a vector v ∈ Z with v ̸= θ, the directional derivative of PC at point x along direction v
is defined by

P ′
C(x; v) = lim

t↓0

PC(x+ tv)− PC(x)

t

provided the existence of this limit. Then, PC is said to be (Gâteaux) directionally differentiable and
P ′
C(x; v) is called the (Gâteaux) directional derivative of PC at point x along direction v. Vector v is

called a (Gâteaux) differentiable direction of PC at x. If PC is (Gâteaux) directionally differentiable at
point x ∈ Z along every direction v ∈ Z with v ̸= θ, then PC is said to be (Gâteaux) directionally
differentiable at point x ∈ Z , which is denoted by

P ′
C(x)(v) = lim

t↓0

PC(x+ tv)− PC(x)

t
, for v ∈ Z with v ̸= θ. (5.1)

P ′
C(x)(v) is called the (Gâteaux) directional derivative of PC at point x along direction v. Let D

be a subset in Z . If PC is (Gâteaux) directionally differentiable at every point x ∈ D, then PC is said
to be (Gâteaux) directionally differentiable on D ⊆ Z . Many properties of the (Gâteaux) directional
derivative of PC are proved in [17]. We list some of them below for easy reference.

(1) The following statements are equivalent
(i) PC is directionally differentiable on Z such that, for every point x ∈ Z ,

P ′
C(x)(v) = θ, for any v ∈ Z with v ̸= θ;

(ii) PC is a constant operator; that is, C is a singleton.
(2) For every point x ∈ Z , there is least one differentiable direction of PC at x.
(3) For x ∈ Z and for v ∈ Z with v ̸= θ, if PC is directionally differentiable at x along direction v,

then, for any λ > 0, PC is directionally differentiable at x along direction λv such that

P ′
C(x;λv) = λP ′

C(x; v), for any λ > 0.
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(4) Let y ∈ C . Suppose
(
P−1
C (y)

)o ̸= ∅. Then, PC is directionally differentiable on
(
P−1
C (y)

)o
such that, for any x ∈

(
P−1
C (y)

)o, we have

P ′
C(x)(v) = θ, for every v ∈ Z with v ̸= θ.

In particular, if C is a closed ball, or closed and convex cone (including proper subspace) in Z , then
the exact analytic representations of P ′

C are provided in [17]. In [18], the authors studied properties of
P ′
C in Hilbert spaces and Hilbertian Bochner spaces, which are considered as special cases of uniformly

convex and uniformly smooth Banach spaces.
Let S(Z) denote the unit sphere inZ . We define the Frèchet differentiability of the metric projection.

Definition 5.1. Let x ∈ Z . Suppose that PC is (Gâteaux) directionally differentiable at point x. If the
limit (5.1) is attained uniformly for v ∈ S(Z), then PC is said to be Frèchet differentiable at point x. Let
D be a subset of Z . If PC is Frèchet differentiable at every point x of D, then PC is said to be Frèchet
differentiable on D.

5.2. The directional differentiability of the metric projection onto closed subspaces in uni-
formly convex and uniformly smooth Bochner spaces. The first theorem in this section proves
the Frèchet differentiability of the metric projection operator onto closed subspaces of Lp(S;X).

Theorem 5.2. PLp(A;X) is Frèchet differentiable on Lp(S;X) such that, for any f ∈ Lp(S;X), we have,

P ′
Lp(A;X)(f)(h) = hA, for any h ∈ Lp(S;X) with h ̸= θ

Proof. For any f, h ∈ Lp(S;X) with h ̸= θ, by Lemma 4.1 and Lemma 3.3, we have

P ′
Lp(A;X)(f)(h)

= lim
t↓0

PLp(A;X)(f + th)− PLp(A;X)(f)

t

= lim
t↓0

(f + th)A − fA
t

= lim
t↓0

fA + thA − fA
t

=hA.

It is clear that the above limit uniformly converge on S (Lp(S;X)). □

Remark 5.3. From Theorem 5.2, we see that P ′
Lp(A;X) has the following properties.

(a) The directional derivatives P ′
Lp(A;X)(f)(h) at point f only depends on the direction h;

(b) For any f, h ∈ Lp(S;X) with h ̸= θ, P ′
Lp(A;X)(f)(h) = hA ∈ Lp(A;X);

(c) If µ(S\A) = 0, then Lp(A;X) coincides with Lp(S;X) and PLp(A;X) coincides with PLp(S;X),
which is the identity mapping in Lp(S;X). In this case, Theorem 5.2 is trivial.

5.3. The directional differentiability of the metric projection onto closed balls in subspaces.
of uniformly convex and uniformly smooth Bochner spacesIn next theorem, we prove the directional
differentiability of the metric projection operator onto closed balls in Lp(A;X).

Theorem 5.4. For r > 0 and for g, h ∈ Lp(S;X) with h ̸= θ, we have,
(a) If g ∈ Bo

A(r), then

P ′
BA(r)(g)(h) =

{
h, for h ∈ Lp(A;X)
hA, for h /∈ Lp(A;X)



DIRECTIONAL DIFFERENTIABILITY OF THE METRIC PROJECTION IN BOCHNER SPACES 95

(b) If g ∈ Lp(A;X)\BA(r), then

P ′
BA(r)(g)(h) =


r

∥g∥Lp(A;X)

(
h− Ψp(g,h)

∥g∥Lp(A;X)
g
)
, for h ∈ Lp(A;X)

r
∥g∥Lp(A;X)

(
hA − Ψp(g,hA)

∥g∥Lp(A;X)
g
)
, for h /∈ Lp(A;X)

=


r

∥g∥Lp(A;X)

(
h− ⟨Jp(g),h⟩

∥g∥2
Lp(A;X)

g

)
, for h ∈ Lp(A;X)

r
∥g∥Lp(A;X)

(
hA − ⟨Jp(g),hA⟩

∥g∥2
Lp(A;X)

g

)
, for h /∈ Lp(A;X)

In particular,

P ′
BA(r)(g)(g) = θ, for every g ∈ Lp(A;X)\BA(r)

(c) If g ∈ Co
A(r)\Lp(A;X), then

P ′
BA(r)(g)(h) = hA

(d) If g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)), then

P ′
BA(r)(g)(h) =

r

∥gA∥Lp(A;X)

(
hA − Ψp (gA, hA)

∥gA∥Lp(A;X)

gA

)

=
r

∥gA∥Lp(A;X)

(
hA − ⟨Jp (gA) , hA⟩

∥gA∥2Lp(A;X)

gA

)

In particular,

P ′
BA(r)(g)(g) = θ, for every g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)) .

Proof. We prove (a). Suppose g ∈ Bo
A(r). If h ∈ Lp(A;X), then, there is δ > 0, such that g + th

∈ BA(r), for all t ∈ (0, δ). By part (a) in Theorem 4.4, we have

P ′
BA(r)(g)(h) = lim

t↓0

PBA
(r)(g + th)− PBA

(r)

t
(g) = lim

t↓0,t<δ

g + th− g

t
= lim

t↓0,t<δ

th

t
= h.

If h ∈ Lp(S;X)Lp(A;X), then, there is λ > 0, such that g+th ∈ CA(r)Lp(A;X), for all t ∈ (0, λ).
By parts (a, c) in Theorem 4.4 and by Lemma 3.3, we have

P ′
BA(r)(g)(h) = lim

t↓0

PBA(r)(g+th)−PBA(r)(g)

t = lim
t↓0,t<λ

(g+th)A−g
t = lim

t↓0,t<λ

g+thA−g
t = lim

t↓0,t<λ

thA
t = hA.

Proof of (b). Let g ∈ Lp(A;X)\BA(r). It implies ∥g∥Lp(A;X) > r. If h ∈ Lp(A;X), then, there is
δ > 0, such that g + th ∈ Lp(A;X)\BA(r), for all t ∈ (0, δ). By part (b) in Theorem 4.4, we have
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P ′
BA(r)(g)(h)

= lim
t↓0

PBA(r)(g + th)− PBA(r)(g)

t

= lim
t↓0,t<δ

r
∥(g+th)∥Lp(A;X)

(g + th)− r
∥g∥Lp(A;X)

g

t

= lim
t↓0,t<δ

rth
∥(g+th)∥Lp(A;X)

+
(

r
∥(g+th)∥Lp(A;X)

− r
∥g∥Lp(A;X)

)
g

t

= lim
t↓0,t<δ

rh

∥(g + th)∥Lp(A;X)
+ lim

t↓0,t<δ

r

∥(g + th)∥Lp(A;X)
− r

∥g∥Lp(A;X)

)
g

=
r

∥g∥Lp(A;X)
h− lim

t↓0,t<δ

r

∥(g + th)∥Lp(A;X)∥g∥Lp(A;X)

(
∥(g + th)∥Lp(A;X) − ∥g∥Lp(A;X)

)
g

=
r

∥g∥Lp(A;X)
h− r

∥g∥2Lp(A;X)

Ψp(g, h)g

=
r

∥g∥Lp(A;X)

(
h− Ψp(g, h)

∥g∥Lp(A;X)
g

)
.

If h ∈ Lp(S;X)Lp(A;X), by g ∈ Lp(A;X)\BA(r) with ∥g∥Lp(A;X) > r, there is λ > 0, such
that g + th ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)), for all t ∈ (0, λ). By parts (b, d) in Theorem 4.4 and by
Lemma 3.3, we have

P ′
BA(r)(g)(h)

= lim
t↓0

PBA(r)(g + th)− PBA
(r)(g)

t

= lim
t↓0,t<λ

r
∥(g+th)A∥Lp(A;X)

(g + th)A − r
∥g∥Lp(A;X)g

t

= lim
t↓0,t<λ

rthA
∥(g+th)A∥Lp(A;X)

+

(
r

∥(g+th)A∥Lp(A;X)
− r

∥g∥Lp(A;X)

)
g

t

= lim
t↓0,t<λ

rhA
∥(g + th)A∥Lp(A;X)

− lim
t↓0,t<λ

r
∥(g+th)A∥Lp(A;X)∥g∥Lp(A;X)

(
∥(g + th)A∥Lp(A;X) − ∥g∥Lp(A;X)

)
g

t

=
r

∥g∥Lp(A;X)
hA − r

∥g∥2Lp(A;X)

Ψp (g, hA) g

=
r

∥g∥Lp(A;X)

(
hA − Ψp (g, hA)

∥g∥Lp(A;X)
g

)
.

Then, part (b) is completed proved by using Lemma 2.2.
Proof of (c). Let g ∈ Co

A(r)\Lp(A;X) with ∥gA∥Lp(A;X) < r. For h ∈ Lp(S;X) with h ̸= θ, there
is δ > 0, such that g + th ∈ Co

A(r)\Lp(A;X), for all t ∈ (0, δ). By part (c) in Theorem 4.4 and by
Lemma 3.3, we have
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P ′
BA(r)(g)(h)

= lim
t↓0

PBA
(r)(g + th)− PBA(r)(g)

t

= lim
t↓0,t<δ

(g + th)A − gA
t

= lim
t↓0,t<δ

thA
t

=hA.

Proof of (d). Let g ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)) with ∥gA∥Lp(A;X) > r. For h ∈ Lp(S;X)

with h ̸= θ, there is δ > 0, such that g + th /∈ Lp(A;X)) and ∥(g + th)A∥Lp(A;X) > r, that is,
g + th ∈ Lp(S;X)\ (CA(r) ∪ Lp(A;X)), for all t ∈ (0, δ). By part (d) in Theorem 4.4 and by Lemma
3.3, we have

P ′
BA(r)(g)(h)

= lim
t↓0

PBA(r)(g + th)− PBA
(r)

t

= lim
t↓0,t<δ

r
∥(g+th)A∥Lp(A;X)

(g + th)A − r
∥gA∥Lp(A;X)

gA

t

= lim
t↓0,t<δ

rthA
∥(g+th)A∥Lp(A;X)

+

(
r

∥(g+th)A∥Lp(A;X)
− r

∥gA∥Lp(A;X)

)
gA

t

= lim
t↓0,t<δ

rhA
∥(g + th)A∥Lp(A;X)

+ lim
t↓0,t<δ

(
r

∥(g+th)A∥Lp(A;X)
− r

∥gA∥Lp(A;X)

)
gA

t

=
r

∥gA∥rLp(A;X)

hA

− lim
t↓0,t<δ

r
∥(g+th)A∥Lp(A;X)∥(g+th)A∥Lp(A;X)

(
∥(gA + th)A∥Lp(A;X) − ∥gA∥Lp(A;X)

)
gA

t

=
r

∥gA∥Lp(A;X)

hA − r

∥gA∥2Lp(A;X)

Ψp (gA, hA) gA

=
r

∥gA∥Lp(A;X)

(
hA − Ψp (gA, hA)

∥gA∥Lp(A;X)

gA

)
.

Then, part (d) is completely proved by using Lemma 2.2. □

Notice again, if µ(S\A) = 0, then Lp(A;X) coincides with Lp(S;X). In this case, we have

BA(r) = B(r) and CA(r) = B(r)

Furthermore, we have
hA = h, for any h ∈ Lp(S;X).

Then, by parts (a) and (b) in Theorem 5.4, we have
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Corollary 5.5. For r > 0 and for g, h ∈ Lp(S;X) with h ̸= θ, we have,
(a) If g ∈ Bo(r), then

P ′
B(r)(g)(h) = h, for any h ∈ Lp(S;X) with h ̸= θ;

(b) If g ∈ Lp(S;X)\B(r), then

P ′
B(r)(g)(h) =

r

∥g∥Lp(S;X)

(
h− Ψp(g, h)

∥g∥Lp(S;X)
g

)

=
r

∥g∥Lp(S;X)

(
h− ⟨Jp(g), h⟩

∥g∥2Lp(A;X)

g

)
, for any h ∈ Lp(S;X) with h ̸= θ.

In particular,

P ′
B(r)(g)(g) = θ, for every g ∈ Lp(S;X)\B(r).

5.4. The directional differentiability of the metric projection onto closed and convex cylin-
ders in uniformly convex and uniformly smooth Bochner spaces. In the following theorem, we
prove the Frèchet differentiability of the metric projection operator onto closed and convex cylinders
in Lp(S;X).

Theorem 5.6. For r > 0, we have,
(a) PCA(r) is Frèchet differentiable on Co

A(r) satisfying that, for any g ∈ Co
A(r),

P ′
CA(r)(g)(h) = h, for any h ∈ Lp(S;X)\{θ};

(b) PCA(r) is Frèchet differentiable on Lp(S;X)\CA(r) such that, for g ∈ Lp(S;X)\CA(r),

P ′
CA(r)(g)(h) =

r

∥gA∥Lp(A;X)

(
hA − Ψp (gA, hA)

∥gA∥Lp(A;X)

gA

)
+ hS\A

=
r

∥gA∥Lp(A;X)

(
hA − Jp (gA) , hA⟩

∥gA∥2Lp(A;X)

gA

)
+ hS\A, for any h ∈ Lp(S;X)\{θ}.

In particular,

P ′
CA(r)(g)(g) = gS\A, for every g ∈ Lp(S;X)\CA(r).

Proof. We prove (a). Let g ∈ Co
A(r). Since ∥gA∥Lp(A;X) < r, then, for any h ∈ Lp(S;X) with h ̸= θ,

there is δ > 0, such that ∥(g + th)A∥Lp(A;X) < r, that is, g+ th ∈ Co
A(r), for all t ∈ (0, δ). By part (a)

in Theorem 4.7, we have

P ′
CA(r)(g)(h)

= lim
t↓0

PCA(r)(g + th)− PCA(r)(g)

t

= lim
t↓0,t<δ

g + th− g

t

=h.

Notice that, for a given g ∈ CO
A (r), we can choose a positive δ with δ <

r−∥gA∥Lp(A;X)

2 to satisfy
g + th ∈ CO

A (r), for all t ∈ (0, δ), which is independent from h with ∥h∥Lp(S;X) = 1. This implies
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that the above limit is uniformly convergent with respect to h satisfying ∥h∥Lp(S;X) = 1. This implies
the Frèchet differentiability of the metric projection operator PCA(r) onto closed and convex cylinder
CA(r) in Lp(S;X) at the point g ∈ Co

A(r).
Proof of (b). Let g ∈ Lp(S;X)\CA(r). Since ∥gA∥Lp(A;X) > r, then we can choose a number δ with

0 < δ <
∥gA∥Lp(A;X)−r

2 , such that, for any t ∈ (0, δ) and any h ∈ Lp(S;X) with ∥h∥Lp(S;X) = 1, we
have

This implies

∥(g + th)A∥Lp(A;X) ≥ ∥gA∥Lp(A;X) −
∥gA∥Lp(A;X) − r

2
> r

g + th ∈ Lp(S;X)\CA(r), for any t ∈ (0, δ) and any h ∈ Lp(S;X) with ∥h∥Lp(S;X) = 1.

By part (b) in Theorem 4.7 and Lemma 3.3, we have

P ′
CA(r)(g)(h)

= lim
t↓0

PCA(r)(g + th)− PCA(r)(g)

t

= lim
t↓0,t<δ

(
r

∥(g+th)A∥Lp(A;X)
(g + th)A + (g + th)S\A

)
−
(

r
∥gA∥Lp(A;X)

gA + gS\A

)
t

= lim
t↓0,t<δ

r
∥(g+th)A∥Lp(A;X)

thA + thS\A +

(
r

∥(g+th)A∥Lp(A;X)
− r

∥gA∥Lp(A;X)

)
gA

t

=
r

∥gA∥Lp(A;X)

hA + hS\A + lim
t↓0,t<δ

(
r

∥(g+th)A∥Lp(A;X)
− r

∥gA∥Lp(A;X)

)
gA

t

=
r

∥gA∥Lp(A;X)

hA + hS\A

− lim
t↓0,t<δ

r
∥(g+th)A∥Lp(A;X)∥(g+th)A∥Lp(A;X)

(
∥(gA + th)A∥Lp(A;X) − ∥gA∥Lp(A;X)

)
gA

t

=
r

∥gA∥Lp(A;X)

hA + hS\A − r

∥gA∥2Lp(A;X)

Ψp (gA, hA) gA

=
r

∥gA∥Lp (A;X)

(
hA − Ψp (gA, hA)

∥gA∥Lp(A;X)

gA

)
+ hS\A.

It is clear that the above limit is uniformly convergent with respect to h ∈ Lp(S;X) satisfying
∥h∥Lp(S;X) = 1. Then, part (b) is completely proved by using Lemma 2.2.

□

Remarks on Corollary 5.5 andTheorem 5.6. As we noticed before Corollary 4.5, if µ(S\A) = 0,
then Lp(A;X) coincides with Lp(S;X). In this case, we have CA(r) = B(r) and

hS\A = θ and hA = h, for h ∈ Lp(S;X).
Then, we see that Corollary 5.5 follows from Theorem 5.6 immediately.
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6. Applications to Hilbert spaces with orthonormal bases

6.1. Themetric projection onto closed balls in Hilbert spaces. In this section, we study the direc-
tional differentiability of the metric projection in Hilbert spaces, which are considered as special cases
of uniformly convex and uniformly smooth Banach spaces. Or, they can be considered as special cases
of Hilbertian Bochner spaces.

Through this section, as usual, let N denote the set of all positive integers. Let (H, ∥ · ∥) be a real
Hilbert space with inner product ⟨·, ·⟩. Suppose that H has an orthonormal basis {en}n∈N , in which
N is a subset
of N with cardinality greater than 1 and {en}n∈N satisfies that, for m,n ∈ N ,

⟨em, en⟩ =

{
1, if m = n

0, if m ̸= n

Every x ∈ H has the following analytic representation

x =
∑
n∈N

⟨x, en⟩ en such that ∥x∥2 =
∑
n∈N

⟨x, en⟩2 ,

and

⟨x, y⟩ =
∑
n∈N

⟨x, en⟩ ⟨y, en⟩ , for any x, y ∈ H .

Let M be a nonempty subset of N . Let HM be the closed subspace of H generated by {em}m∈M .
If N\M ̸= ∅, then HM is a closed proper subspace of H . HNM is similarly defined to be the closed
subspace of H generated by {en}n∈N\M that satisfies

(HM )⊥ = HN |M (6.1)
That is, HM and HN |M are orthogonal spaces of each other. For any x ∈ H , we define xM ∈ HM

by

xM =
∑
m∈M

⟨x, em⟩ em

For any r > 0, the closed, open balls and the sphere in HM with radius r and with center at the
origin are respectively denoted by

BM (r) =

x ∈ HM :

(∑
m∈M

⟨x, em⟩2
) 1

2

≤ r

 ,

Bo
M (r) =

x ∈ HM :

(∑
m∈M

⟨x, em⟩2
) 1

2

< r

 ,

SM (r) =

x ∈ HM :

(∑
m∈M

⟨x, em⟩2
) 1

2

= r


BM (r) is a nonempty closed, bounded and convex subset in H . If N\M ̸= ∅, then BM (r) is not a

closed ball in H . We define the following subsets in H :

CM (r) = {x ∈ H : xM ∈ BM (r)} ,
Co
M (r) = {x ∈ H : xM ∈ Bo

M (r)} .
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CM (r) andCo
M (r) are the convex cylinders inH with basesBM (r) andBo

M (r) inHM , respectively.
If N\M ̸= ∅, then CM (r) is a closed, unbounded and convex subset in H and Co

A(r) is an open,
unbounded and convex subset inH . In particular, ifN\M = ∅, thenHM coincides withH and, in this
case, BM (r), Bo

M (r), SM (r), CM (r) and Co
M (r) are respectively denoted by B(r), Bo(r), S(r), C(r)

and Co(r), which satisfy

B(r) = C(r) and Bo(r) = Co(r).
Next, we calculate the values of the metric projection from H onto BM (r).

Theorem 6.1. For any r > 0 and x ∈ H , we have
(a) PBM (r)(x) = x, for x ∈ BM (r);
(b) PBM (r)(x) =

r
∥x∥x, for x ∈ HM\BM (r);

(c) PBM (r)(x) = xM , for x ∈ CM (r)\HM ;
(d) PBM (r)(x) =

r
∥xM∥xM , for x ∈ H\ (CM (r) ∪HM ).

Proof. The proof of Theorem 6.1 is similar to the proof of Theorem 4.4. Part (a) is clear. We prove part
(b). For any given x ∈ HM\BM (r), x must satisfies ∥x∥ > r. Then, for any y ∈ BM (r),

〈
x− r

∥x∥
x,

r

∥x∥
x− y

〉
=

(
1− r

∥x∥

)〈
x,

r

∥x∥
x− y

〉
=

(
1− r

∥x∥

)
(r∥x∥ − ⟨x, y⟩)

≥ (∥x∥ − r)(r − ∥y∥)
≥ 0, for all y ∈ BM (r).

By x ∈ HM and ∥x∥ > r, we have r
∥x∥x ∈ SM (r). By the basic variational principle of PBM (r) in

Hilbert spaces, the above inequality implies

PBM (r)(x) =
r

∥x∥
x, for any x ∈ HM\BM (r).

Proof of (c). For x ∈ CM (r)\HM , we have xM ∈ BM (r) and x /∈ HM . It follows that

∥xM∥ ≤ r and 0 < ∥xM∥ < ∥x∥. (6.2)
Then, for any y ∈ BM (r) ⊆ HM , we have xM − y ∈ HM . By (6.1), we obtain

⟨x− xM , xM − y⟩
=
〈
xN |M , xM − y

〉
= 0, for all y ∈ BM (r).

By (6.2) and the basic variational principle of PBM (r), this implies PBM (r)(x) = xM .
The proof of part (d) is similar to the proof of part (b). For x ∈ H\ (CM (r) ∪HM ), we have xM /∈

BM (r) and x /∈ HM , it follows that

r < ∥xM∥ < ∥x∥. (6.3)
Then, for any y ∈ BM (r) ⊆ HM and by (6.1) and (6.3), we have
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〈
x− r

∥xM∥
xM ,

r

∥xM∥
xM − y

〉
=

〈
xN\M +

(
1− r

∥xM∥

)
xM ,

r

∥xM∥
xM − y

〉
=

(
1− r

∥xM∥

)〈
xM ,

r

∥xM∥
xM − y

〉
=

(
1− r

∥xM∥

)
(r ∥xM∥ − ⟨xM , y⟩)

≥ (∥xM∥ − r) (r − ∥y∥)
≥ 0, for all y ∈ BM (r).

By ∥xM∥ > r, we have r
∥xM∥xM ∈ SM (r). By the basic variational principle of PBM (r), this implies

PBM (r)(x) =
r

∥xM∥
xM , for x ∈ H\ (CM (r) ∪HM ) .

□

Notice that if N\M = ∅, then HM coincides with H . In this case, we have

BM (r) = B(r) and CM (r) = B(r)

Then, by Theorem 6.1, we have

Corollary 6.2. For any r > 0 and x ∈ H , we have
(a) PB(r)(x) = x, for x ∈ B(r);
(b) PB(r)(x) =

r
∥x∥x, for x ∈ H\B(r).

By Theorem 6.1, we can study the directional differentiability of PBM (r).

Theorem 6.3. For any r > 0 and x, h ∈ H with h ̸= θ, we have,
(a) If x ∈ Bo

M (r), then

P ′
BM (r)(x)(h) =

{
h, for h ∈ HM

hM , for h /∈ HM

(b) If x ∈ HM\BM (r), then

P ′
BM (r)(x)(h) =


r

∥x∥

(
h− ⟨x,h⟩

∥x∥2 x
)
, for h ∈ HM

r
∥x∥

(
hM − ⟨x,hM ⟩

∥x∥2 x
)
, for h /∈ HM

.

In particular,

P ′
BM (r)(x)(x) = θ, for any x ∈ HM\BM (r);

(c) If x ∈ Co
M (r)\HM , then

P ′
BM (r)(x)(h) = hM

(d) If x ∈ H ∧ (CM (r) ∪HM ), then

P ′
BM (r)(x)(h) =

r

∥xM∥

(
hM − ⟨xM , hM ⟩

∥xM∥2
xM

)
.

In particular, P ′
BM (r)(x)(x) = θ, for any x ∈ H\ (CM (r) ∪HM ) .
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Proof. The proof of this theorem is similar to the proof of Theorem 5.4. Proof of (a). Let x ∈ Bo
M (r). If

h ∈ HM , then, there is δ > 0, such that x+ th ∈ BM (r), for all t ∈ (0, δ). By part (a) in Theorem 6.1,
we have

P ′
BM (r)(x)(h) = lim

t↓0

PBM (r)(x+ th)− PBM (r)(x)

t
= lim

t↓0,t<δ

x+ th− x

t
= lim

t↓0,t<δ

th

t
= h.

If h ∈ H\HM , then, there is λ > 0, such that x + th ∈ CM (r)\HM , for all t ∈ (0, λ). By parts (a,
c) in Theorem 6.1 and by Lemma 3.3, we have

P ′
BM (r)(x)(h)

= lim
t↓0

PBM (r)(x+ th)− PBM (r)(x)

t

= lim
t↓0,t<λ

(x+ th)M − x

t

= lim
t↓0,t<λ

x+ thM − x

t

= lim
t↓0,t<λ

thM
t

= hM .

Proof of (b). Let x ∈ HM\BM (r). It implies ∥x∥ > r. If h ∈ HM with h ̸= θ, then, there is δ > 0,
such that x+ th ∈ HM\BM (r), for all t ∈ (0, δ). Noticing x ̸= θ, by part (b) in Theorem 6.1 and (2.4)
for the solutions of ΨH , we have

P ′
BM (r)(x)(h)

= lim
t↓0

PBM (r)(x+ th)− PBM (r)(x)

t

= lim
t↓0,t<δ

r
∥x+th∥(x+ th)− r

∥x∥x

t

= lim
t↓0,t<δ

rth
∥x+th∥ +

(
r

∥x+th∥ − r
∥x∥

)
x

t

= lim
t↓0,t<δ

rh

∥x+ th∥
+ lim

t↓0,t<δ

(
r

∥x+th∥ − r
∥x∥

)
x

t

=
r

∥x∥
h− lim

t↓0,t<δ

r
∥x+th∥∥x∥(∥x+ th∥ − ∥x∥)x

t

=
r

∥x∥
h− r

∥x∥2
1

∥x∥
⟨x, h⟩x

=
r

∥x∥

(
h− ⟨x, h⟩

∥x∥2
x

)
.

If h ∈ H\HM , then because x ∈ HM\BM (r) with ∥x∥ > r, there is λ > 0, such that x + th ∈
H\ (CM (r) ∪HM ), for all t ∈ (0, λ). Noticing x ̸= θ, by parts (b, d) in Theorem 6.1, Lemma 3.3 and
(2.4), we have
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P ′
BM (r)(x)(h)

= lim
t↓0

PBM (r)(x+ th)− PBM (r)(x)

t

= lim
t↓0,t<λ

r
∥(x+th)M∥(x+ th)M − r

∥x∥x

t

= lim
t↓0,t<λ

r(th)M
∥(x+th)M∥ +

(
r

∥(x+th)M∥ − r
∥x∥

)
x

t

= lim
t↓0,t<λ

rhM
∥(x+ th)M∥

+ lim
t↓0,t<λ

(
r

∥(x+th)M∥ − r
∥x∥

)
x

t

=
r

∥x∥
hM − r

∥x∥2
1

∥x∥
⟨x, hM ⟩x

=
r

∥x∥

(
hM − ⟨x, hM ⟩

∥x∥2
x

)
.

Proof of (c). Let x ∈ Co
M (r)\HM with ∥xM∥ < r. For h ∈ H with h ̸= θ, there is δ > 0, such that

x+ th ∈ Co
M (r)\HM , for all t ∈ (0, δ). By part (c) in Theorem 6.1 and by Lemma 3.3, we have

P ′
BM (r)(x)(h) = lim

t↓0

PBM (r)(x+ th)− PBM (r)(x)

t
= lim

t↓0,t<δ

(x+ th)M − xM
t

= lim
t↓0,t<δ

thM
t

= hM .

Proof of (d). Let x ∈ H\ (CM (r) ∪HM ) with ∥x∥ > ∥xM∥ > r. For h ∈ H with h ̸= θ, there is
δ > 0, such that ∥x+ th∥ > ∥(x+ th)M∥ > r, that is, x+ th ∈ H\ (CM (r) ∪HM ), for all t ∈ (0, δ).
By part (d) in Theorem 6.1 and by Lemma 3.3, we have

P ′
BM (r)(x)(h)

= lim
t↓0

PBM (r)(x+ th)− PBM (r)(x)

t

= lim
t↓0,t<δ

r
∥(x+th)M∥(x+ th)M − r

∥xM∥xM

t

= lim
t↓0,t<δ

rthM
∥(x+th)M∥ +

(
r

∥(x+th)M∥ − r
∥xM∥

)
xM

t

= lim
t↓0,t<δ

rhM
∥(x+ th)M∥

+ lim
t↓0,t<δ

(
r

∥(x+th)M∥ − r
∥xM∥

)
xM

t

=
r

∥xM∥
hM − r

∥xM∥2
1

∥xM∥
⟨xM , hM ⟩xM

=
r

∥xM∥

(
hM − ⟨xM , hM ⟩

∥xM∥2
xM

)
.

□

If N\M = ∅, then HM coincides with H . In this case, we have

BM (r) = CM (r) = B(r).
Furthermore, we have
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hM = h, for any h ∈ H .
Then, by Theorem 6.3, we have

Corollary 6.4. Let r > 0. For x, h ∈ H with h ̸= θ, we have,
(a) If x ∈ BO(r), then

P ′
B(r)(x)(h) = h, for any h ∈ H with h ̸= θ;

(b) If x ∈ H ∧B(r), then

P ′
B(r)(x)(h) =

r

∥x∥

(
h− ⟨x, h⟩

∥x∥2
x

)
, for any h ∈ H with h ̸= θ.

In particular,
P ′
B(r)(x)(x) = θ, for any x ∈ H\B(r).

6.2. Themetric projection onto closed and convex cylinders inHilbert spaces. Similar to section
4, in this subsection, we first calculate the values of the metric projection from H onto a closed and
convex cylinder CM (r) in H .

Theorem 6.5. For any r > 0 and x ∈ H , we have
(a) PCM (r)(x) = x, for x ∈ CM (r);
(b) PCM (r)(x) =

r
∥xM∥xM + xN\M , for x ∈ H\CM (r).

Proof. The proof of this theorem is similar to the proof of Theorem 4.7. Part (a) is clear. We prove (b).
For any given x ∈ H\CM (r), x must satisfies ∥x∥ ≥ ∥xM∥ > r. Then, for any y ∈ CM (r) satisfying
∥yM∥ ≤ r, we have 〈

x−
(

r

∥xM∥
xM + xN\M

)
,

r

∥xM∥
xM + xN\M − y

〉
=

(
1− r

∥xM∥

)〈
xM ,

r

∥xM∥
xM + xN\M −

(
yM + yN\M

)〉
=

(
1− r

∥xM∥

)
(r ∥xM∥ − ⟨xM , yM ⟩)

≥ (∥xM∥ − r) (r − ∥yM∥)
≥ 0, for all y ∈ CM (r).

By x ∈ H and ∥xM∥ > r, we have r
∥xM∥xM ∈ SM (r). It implies that r

∥xM∥xM ∈ CM (r). By the
basic variational principle of PCM (r), the above inequality implies

PCM (r)(x) =
r

∥xM∥
xM , for any x ∈ H\CM (r).

□

Now, we prove the Frèchet differentiability and calculate the directional derivatives of the metric
projection operator P onto closed and convex cylinders in H in the following theorem.

Theorem 6.6. For any r > 0, we have,
(a) PCM (r) is Frèchet differentiable on Co

M (r) satisfying that, for any x ∈ Co
M (r),

P ′
CM (r)(x)(h) = h, for any h ∈ H\{θ};

(b) PCM (r) is Frèchet differentiable on H\CM (r) such that, for x ∈ H\CM (r),

P ′
CM (r)(x)(h) =

r

∥xM∥

(
hM − ⟨xM , hM ⟩

∥xM∥2
xM

)
+ hN\M , for any h ∈ H\{θ}.
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In particular,

P ′
CM (r)(x)(x) = xN\M , for any x ∈ H\CM (r).

Proof. Proof of (a). Let x ∈ Co
M (r). Since ∥xM∥ < r, then, for any h ∈ H with h ̸= θ, there is δ > 0,

such that ∥(x+ th)M∥ < r, that is, x+ th ∈ Co
M (r), for all t ∈ (0, δ). In fact, we can choose a positive

δ with δ < r−∥xM∥
2 to satisfy x + th ∈ Co

M (r), for all t ∈ (0, δ), which is independent from h with
∥h∥ = 1. By part (a) in Theorem 6.5, we have

P ′
CM (r)(x)(h) = lim

t↓0

PCM (r)(x+ th)− PCM (r)(x)

t
= lim

t↓0,t<δ

x+ th− x

t
= lim

t↓0,t<δ

th

t
= h.

Notice that, for this given x ∈ Co
M (r), a positive δ is chosen such that it is independent from h

with ∥h∥ = 1. This implies that the above limit is uniformly convergent with respect to h satisfying
∥h∥ = 1. This implies the Frèchet differentiability of the metric projection operator PCM (r) onto closed
and convex cylinder CM (r) of H at the point x ∈ Co

M (r).
Proof of (b). Let x ∈ H\CM (r). Since ∥xM∥ > r, then, we can choose a number λ with 0 < λ <

∥xM∥−r
2 , such that, for any t ∈ (0, λ) and any h ∈ H with ∥h∥ = 1, we have

∥(x+ th)M∥ ≥ ∥xM∥ − ∥xM∥ − r

2
> r.

This implies

x+ th ∈ H\CM (r), for any t ∈ (0, λ) and any h ∈ H with ∥h∥ = 1.

By part (b) in Theorem 6.5 and Lemma 3.3, we have

P ′
CM (r)(x)(h)

= lim
t↓0

PCM (r)(x+ th)− PCM (r)(x)

t

= lim
t↓0,t<λ

(
r

∥(x+th)M∥(x+ th)M + (x+ th)N\M

)
−
(

r
∥xM∥xM + xN\M

)
t

= lim
t↓0,t<λ

r(th)M
∥(x+th)M∥ +

(
r

∥(x+th)M∥ − r
∥xM∥

)
xM + (th)N\M

t

= lim
t↓0,t<λ

rhM
∥(x+ th)M∥

+ hN\M + lim
t↓0,t<λ

(
r

∥(x+th)M∥ − r
∥xM∥

)
xM

t

=
r

∥xM∥
hM + hN\M − r

∥xM∥2
1

∥xM∥
⟨xM , hM ⟩xM

=
r

∥xM∥

(
hM − ⟨xM , hM ⟩

∥xM∥2
xM

)
+ hN\M .

□
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