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Abstract. This paper discusses the mixed evolutionary variational-hemivariational inequality problem,
which incorporates a set of constraints and history-dependent operators. We utilized a mixed equilib-
rium formulation with appropriate functions and a fixed-point principle for history-dependent operators
to prove the existence and uniqueness of solutions. As an application to demonstrate the peculiar weak
solution for a viscoelastic frictional contact problem that involves the unilateral signorini type condi-
tion for the normal velocity together with non-monotone normal damped response conditions and the
Coulomb law of dry friction that friction bounds depend on the amount of accumulated slip.
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1. Introduction

With the groundbreaking studies of Panagiotopoulos, see [1], the theory of hemivariational and
variational-hemivariational inequalities was introduced in the early 1980s. Since then, the theory has
significantly advanced in pure and applied mathematics owing to innovative and efficient methods
incorporating convex and nonsmooth analysis,see [2, 3]. Hemivariational inequalities, which include
nonconvex, nondifferentiable, and local Lipschitz functions, are variational representations of physical
processes. They play a crucial role in the depiction of a wide range of mechanical problems that occur
in solid and fluid mechanics, we refer to [4, 5, 6, 7, 8, 9].

Let V be a reflexive Banach space and Ω ⊂ V be a nonempty, closed and convex set of constraints.
Let A,R1,R2,S be the nonlinear operators andM be the affine operator, which is supplemented by an
initial condition. Assume that φ is a convex function and ȷ is a local Lipschitz function. Let R1,R2,S
be the history-dependent operators. The problem reads as follows: find w : (0, T ) −→ V such that
w(t) ∈ Ω for a.e. t ∈ (0, T ) and

⟨w′(t) +A(t, w(t)) + (R1w)(t)− f(t), v − w(t)⟩V∗×V + ȷ0(t, (Sw)(t),Mw(t);Mv −Mw(t))

+ φ(t, (R2w)(t),Mv)− φ(t, (R2w)(t),Mw(t)) ≥ 0, ∀ v ∈ Ω, a.e. t ∈ (0, T ) (1.1)
is known as first-order evolutionary variational -hemivariational inequality problems involving to-
gether with history-dependent operators and a set of constraints.

Inspired and motivated by the recent works [10, 11, 12, 13, 14, 15, 16, 17], in this paper, we establish
the existence, uniqueness and regularity of the solution at (1.1). We also discuss the problem (1.1) in
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the framework of evolution triple of spaces, exploiting the result on the mixed equilibrium inequality
and a fixed-point principle history-–dependent operators. The second is to obtain the unique weak
solution to a dynamic frictional contact problem for a viscoelastic material with a long memory and
unilateral constraints in velocity. The contact condition involves a unilateral Signorini-type condition
for the normal velocity combined with the nonmonotone normal damped response condition.

2. Preliminaries

Unless otherwise stated everywhere in this paperA(t, ·) = At(·),φ(t, ·, ·) = φt(·, ·), and J0(t, ·, ·) =
J0
t (·, ·). Let (X, ∥ · ∥X) be a Banach space, X∗ be its dual space, and ⟨·, ·⟩X∗×X be the duality pairing

between X∗ and X. The symbols → and ⇀ represent the strong and weak convergence, respectively.
For a set D ⊂ X, conv(D) is the convex hull of D. The notation L (E,F) stands for the space of
linear bounded operators from a Banach space E to a Banach space F, and is endowed with the usual
norm ∥ · ∥L (E,F). For a set S ⊂ X, we write ∥S∥X = sup {∥u∥X | u ∈ S} . Let J : X −→ 2X

∗ be the
set-valued mapping. The duality mapping is defined by

Ju =
{
u∗ ∈ X∗|⟨u∗, u⟩X∗×X = ∥u∥2X = ∥u∗∥2X∗

}
, ∀u ∈ X.

We review several details pertaining to single-valued operators and bifunctions from the reference
[5, 18].

Definition 2.1. A single-valued operator A : X −→ X∗ is said to be
(i) demicontinuous, if un −→ u ∈ X implies Aun ⇀ Au ∈ X∗,

(ii) monotone, if ⟨Au−Av, u− v⟩X∗×X ≥ 0, ∀u, v ∈ X,
(iii) strongly monotone if there exists a constant αA > 0 such that

⟨Au−Av, u− v⟩X∗×X ≥ αA∥u− v∥2X,∀u, v ∈ X,
(iv) relaxed monotone if there exists a constant αA > 0 such that

⟨Au−Av, u− v⟩X∗×X ≥ −αA∥u− v∥2X, ∀u, v ∈ X,
(v) cocoercive if there exists a constant αA > 0 such that

⟨Au−Av, u− v⟩X∗×X ≥ αA∥Au−Av∥2X∗ , ∀u, v ∈ X,
(vi) relaxed cocoercive if there exists a constant αA > 0 such that

⟨Au−Av, u− v⟩X∗×X ≥ −αA∥Au−Av∥2X∗ ,∀u, v ∈ X,
(vii) (αA, βA)-relaxed cocoercive if there exist constants αA > 0, βA > 0 such that

⟨Au−Av, u− v⟩X∗×X ≥ −αA∥Au−Av∥X∗ + βA∥u− v∥2X, ∀u, v ∈ X,
(viii) Lipschitz continuous if the exists a constant ζA > 0 such that

∥Au−Av∥X∗ ≤ ζA∥u− v∥X, ∀v ∈ X∗,

(ix) maximal monotone, if it is monotone and the conditions (u, u∗) ∈ X×X∗ and
⟨u∗ −Av, u− v⟩X∗×X ≥ 0, ∀v ∈ X∗

imply u∗ = Au,
(x) quasi monotone, if lim sup⟨Aun, un − u⟩X∗×X ≥ 0 for any sequence {un} ⊂ X with un ⇀

u ∈ X,
(xi) pseudomonotone, if for any sequence {un} ⊂ X such that un ⇀ u ∈ X and

lim sup⟨Aun, un − u⟩X∗×X ≤ 0,

we have
lim inf⟨Aun, un − v⟩X∗×X ≥ ⟨Au, u− v⟩X∗×X, ∀v ∈ X,
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(xii) bounded, if it maps bounded subsets ofX into bounded subsets ofX∗.

Definition 2.2. [19] A function f : X −→ R is said to be
(i) (resp. weakly) upper semicontinuous (usc) at x0 ∈ X, if for any sequence {xn} ⊂ Xwith (resp.

xn ⇀ x0) xn −→ x0, we have

lim sup f(xn) ≤ f(x0),

(ii) (resp. weakly) lower semicontinuous (lsc) at x0 ∈ X, if for any sequence {xn} ⊂ X with (resp.
xn ⇀ x0) xn −→ x0, we have

f(x0) ≤ lim inf f(xn),

(iii) f is said to be (resp. weakly) usc (lsc) onX, if f is (resp. weakly) usc (lsc) at x, for all x ∈ X.

Definition 2.3. Let Ω be a nonempty, closed and convex subset ofX. Γ : Ω× Ω −→ R is said to be
(i) monotone, if Γ(u, v) + Γ(v, u) ≤ 0,∀u, v ∈ Ω,

(ii) quasimonotone, if for all {un} ⊂ Ω with un ⇀ u ∈ X, we have

lim inf Γ(un, u) ≤ 0,

(iii) pseudomonotone, if for all {un} ⊂ Ω with un ⇀ u ∈ X and

lim inf Γ(un, u) ≥ 0,

we have
lim supΓ(un, v) ≤ Γ(u, v),∀v ∈ Ω.

Definition 2.4. [19] Let Ω be a nonempty, closed and convex subset of X. Let Γ : Ω × Ω −→ R be
a bifunction with Γ(u, u) = 0, ∀u ∈ Ω. The bifunction Γ is said to be maximal monotone if for every
u ∈ Ω and for every convex function ψ : Ω −→ R with ψ(u) = 0, we have

ψ(v) ≥ Γ(v, u),∀v ∈ Ω ⇒ ψ(v) ≥ −Γ(u, v), ∀v ∈ Ω.

We recall the existence of a solution to the mixed equilibrium problems. Let U be a subset of a
reflexive Banach spaceX. Find u ∈ U such that

Γ(u, v) + Υ(u, v) +£(u, v) ≥ 0,∀v ∈ U. (2.1)

We require the following presumptions.

∅ ≠ U is a closed convex subset ofX. (2.2)

Γ : U×U −→ R is such that
(a) Γ is monotone and maximal monotone,
(b) Γ(u, ·) is convex and lsc for all u ∈ U,
(c) Γ(u, u) = 0, for all u ∈ U.

(2.3)

Υ : U×U −→ R is such that
(a) Υ is pseudomonotone,
(b) for each finite subset D of U,Υ(·, v) is usc on conv(D), for all v ∈ U,
(c) Υ(u, ·) is convex for all u ∈ U,
(d) Υ(u, u) = 0, for all u ∈ U.

(2.4)
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£ : U×U −→ R is such that
(a) £ is quasimonotone,
(b) £(·, v) is usc for all v ∈ U,
(c) £(u, ·) is convex for all u ∈ U,
(d) £(u, u) = 0, for all u ∈ U.

(2.5)

There is a nonempty weakly compact subset W such that for every λ > 0 small enough, a weakly
compact and convex subset Bλ of U exists that satisfies the following condition: for all u ∈ U\W,
there exists v ∈ Bλ such that

Υ(u, v) +£(u, v) + λ⟨ȷu, v − u⟩X∗×X < Γ(v, u). (2.6)

Theorem 2.5. [20] Assume that the hypotheses (2.2)-(2.6) hold. Then, (2.1) has at least one solution u ∈ U.

Definition 2.6. [21] LetX be a Banach space and ȷ : X −→ R be a locally Lipschitz function, that is,
for each x ∈ X, there are a neighbourhood N = N (x) and a constant κN > 0 such that

|ȷ(w)− ȷ(z)| ≤ κN ∥w − z∥X, ∀w, z ∈ N .

The generalized directional derivative of ȷ at x ∈ X in the direction v ∈ X, denoted by ȷ0(x; v), is
defined by

ȷ0(x; v) = lim sup
y−→x,λ↓0

ȷ(y + λv)− ȷ(y)

λ
.

The generalized gradient of ȷ at x, denoted by ∂ȷ(x), is given by
∂ȷ(x) = {x∗ ∈ X∗|⟨x∗, v⟩ ≤ ȷ0(x; v), ∀ v ∈ X}.

Lemma 2.7. [3] Let X be a Banach space, 0 < T < ∞. Let ℑ : L2(0, T ;X) −→ L2(0, T ;X) be an
operator such that

∥(ℑη1)(t)− (ℑη2)(t)∥2X ≤ ϑ

∫ t

0
∥η1(s)− η2(s)∥2Xds, ∀η1, η2 ∈ L2(0, T ;X), t ∈ (0, T )

where ϑ > 0 is a constant. There exists a unique η∗ ∈ L2(0, T ;X) such that

ℑη∗ = η∗.

3. Main Results

In this section, we discuss the solution of the mixed evolutionary variational–hemivariational in-
equality problems with a set of constraints and history-dependent operators.
Let (V,H,V∗) be an evolution triple of spaces, where V is a separable reflexive Banach space, H is a
separable Hilbert space, the embeddingV ⊂ H is continuous and compact, andV is dense inH. Given
0 < T < +∞, we give the following Bochner spaces

V = L2(0, T ;V), V ∗ = L2(0, T ;V∗), W = {v ∈ V |v′ ∈ V ∗},

where v′ denotes the distributional derivative of v, and V and V ∗ are reflexive Banach spaces, W ⊂
L2(0, T ;H) is a separable, reflexive Banach space and compact. It is well known that the embedding
V ⊂ L2(0, T ;H) ⊂ V ∗ are continuous. The duality pairing between V ∗ and V is defined by

⟨w, v⟩V ∗×V =

∫ T

0
⟨w(t), v(t)⟩V∗×V dt, ∀w ∈ V ∗, v ∈ V ,

and operator L : D(L) ⊂ V −→ V ∗ is
Lv = v′ ∀v ∈ D(L), (3.1)



THE MIXED EVOLUTIONARY VARIATIONAL-HEMIVARIATIONAL INEQUALITY PROBLEMS 191

where D(L) = {v ∈ W |v(0) = 0} is linear and maximal monotone.
Let X,Y and Z be Banach spaces. The mixed evolutionary variational–hemivariational inequality

problem for finding w ∈ W such that w(t) ∈ Ω for a.e. t ∈ (0, T ) and


⟨w′(t) +At(w(t)) + (R1w)(t)− f(t), v − w(t)⟩V∗×V + ȷ0t ((Sw)(t),Mw(t);Mv −Mw(t))

+φt((R2w)(t),Mv)− φt((R2w)(t),Mw(t)) ≥ 0, ∀v ∈ Ω, t ∈ (0, T ),

w(0) = w0.
(3.2)

The assumptions for (3.2) are the following.

A : (0, T )×V −→ V∗ is such that

(a) A(·)(v) is measurable on (0, T ) for all v ∈ V,
(b) At(·) is demicontinuous on V for a.e. t ∈ (0, T ),

(c) ∥At(v)∥V∗ ≤ ϱ0(t) + ϱ1∥v∥V, ∀v ∈ V, t ∈ (0, T ) with a function
ϱ0 ∈ L2(0, T ) satisfying ϱ0 ≥ 0 a.e. in (0, T ), and a constant ϱ1 ≥ 0,

(d) At(·) is relaxed cocoercive for a.e. t ∈ (0, T ), i.e., for the constants αA > 0, βA > 0

such that
⟨At(v1)−At(v2), v1 − v2⟩V∗×V ≥ −αA∥At(v1)−At(v2)∥2V∗ + βA∥v1 − v2∥2V,∀v1, v2 ∈ V,
(e) At(·) is Lipschitz continuous with respect to the constant ζA > 0 such that
∥At(v1)−At(v2)∥V∗ ≤ ζA∥v1 − v2∥V,∀v1, v2 ∈ V, t ∈ (0, T ).

(3.3)

ȷ : (0, T )×Z×X −→ R is such that

(a) ȷ(·)(z, v) is measurable on (0, T ) for all z ∈ Z, v ∈ X,
(b) ȷt(·, v) is continuous on Z for all v ∈ X, a.e. t ∈ (0, T ),

(c) ȷt(z, ·) is locally Lipschitz onX for all z ∈ Z, a.e. t ∈ (0, T ),

(d) ∥∂ȷt(z, v)∥V∗ ≤ ϑj0(t) + ϑj1∥z∥Z + ϑj2∥v∥X,∀z ∈ Z, v ∈ X, t ∈ (0, T )

with ϑj0 ∈ L2(0, T ) and ϑj0, ϑ
j
1, ϑ

j
2 ≥ 0,

(e) ȷ0t (z1, v1; v2 − v1) + ȷ0t (z2, v2; v1 − v2) ≤ ᾱj
2∥z1 − z2∥Z∥v1 − v2∥X + αj

2∥v1 − v2∥2X
for all zi ∈ Z, vi ∈ X, i = 1, 2, a.e. t ∈ (0, T ) with ᾱj

2 ≥ 0, αj
2 ≥ 0.

(3.4)

φ : (0, T )×Y ×X −→ R is such that

(a) φ(·)(y, v) is measurable on (0, T ) for all y ∈ Y, v ∈ X,
(b) φt(·, v) is continuous on Y for all v ∈ X, a.e. t ∈ (0, T ),

(c) φt(y, ·) is convex and lower semi continuous onX for all y ∈ Y, a.e. t ∈ (0, T ),

(d) φt(y1, v2)− φt(y1, v1) + φt(y2, v1)− φt(y2, v2) ≤ βφ∥y1 − y2∥Y∥v1 − v2∥X
for all yi ∈ Y, vi ∈ X, i = 1, 2, a.e. t ∈ (0, T ) with βφ ≥ 0,

(e) ∥∂φt(y, v)∥X∗ ≤ ϑφ0 + ϑφ1 ∥y∥Y + ϑφ2 ∥v∥V∀y ∈ Y, v ∈ V, a.e. t ∈ (0, T )

with ϑφ0 ∈ L2(0, T ), ϑφ0 , ϑ
φ
1 , ϑ

φ
2 ≥ 0.

(3.5)
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R1 : V −→ V ∗,R2 : V −→ L2(0, T ;Y), and S : V −→ L2(0, T ;Z) are such that

(a) ∥(R1v1)(t)− (R1v2)(t)∥V∗ ≤ ϑR1
∫ t
0 ∥v1(s)− v2(s)∥Vds,∀v1, v2 ∈ V

a.e. t ∈ (0, T ) with ϑR1 > 0,

(b) ∥(R2v1)(t)− (R2v2)(t)∥Y ≤ ϑR2
∫ t
0 ∥v1(s)− v2(s)∥Vds, ∀v1, v2 ∈ V ,

a.e. t ∈ (0, T ) with ϑR2 > 0,

(c) ∥(Sv1)(t)− (Sv2)(t)∥Z ≤ ϑS
∫ t
0 ∥v1(s)− v2(s)∥Vds,∀v1, v2 ∈ V ,

a.e. t ∈ (0, T ) with ϑS > 0.

(3.6)

∅ ≠ Ω is a closed and convex subset of V. (3.7)

M : V −→ X is such that{
(a)M is an affine operator.
(b) the Nemitsky operator M : V −→ L2(0, T ;X) corresponding to M is compact.

(3.8)

f ∈ V ∗, w0 ∈ V. (3.9){
βA − αAζ

2
A > αj

2∥AM∥2,
where AM : V −→ X is defined by AMv = Mv −M0 ∀v ∈ V.

(3.10)

We prove the existence and uniqueness result of (3.2).

Theorem 3.1. If (3.3)-(3.10) hold with w0 = 0, then (3.2) has a unique solution.

Proof. This is achieved in several steps.
Step 1. Let ξ ∈ V , η ∈ L2(0, T ;Y) and ς ∈ L2(0, T : Z) be fixed and consider the following auxiliary
problem.

Find w = wξης ∈ W with w(t) ∈ Ω for a.e. t ∈ (0, T ) such that
⟨w′(t) +At(w(t))− f(t) + ξ(t), v − w(t)⟩V∗×V + ȷ0t (ς(t),Mw(t);Mv −Mw(t))

+φt(η(t),Mv)− φt(η(t),Mw(t)) ≥ 0, ∀v ∈ Ω, a.e. t ∈ (0, T ),

w(0) = 0.

(3.11)

We demonstrate the uniqueness of the solution to (3.11). For the sake of simplicity, we exclude the
subscripts ξ, η and ς from the proof of this part. Let wi ∈ W , i = 1, 2 be solutions to (3.11), i.e.,
wi(t) ∈ Ω for a.e. t ∈ (0, T ), wi(0) = 0 and

⟨w′
i(t) +At(wi(t))− f(t) + ξ(t), v − wi(t)⟩V∗×V + ȷ0t (ς(t),Mwi(t);Mv −Mwi(t))

+φt(η(t),Mv)− φt(η(t),Mwi(t)) ≥ 0,∀v ∈ Ω, a.e. t ∈ (0, T ), i = 1, 2.

From the aforementioned inequalities, we get
⟨w′

1(t)− w′
2(t), w1(t)− w2(t)⟩V∗×V + ⟨At(w1(t))−At(w2(t)), w1(t)− w2(t)⟩V∗×V

≤ ȷ0t (ς(t),Mw1(t);Mw2(t)−Mw1(t)) + ȷ0t (ς(t),Mw2(t);Mw1(t)−Mw2(t)).

Using the integration by parts formula, (3.3)(d)(e) and (3.4)(e), we have
1

2
∥w1(t)− w2(t)∥2H + (−αAζ

2
A + βA)

∫ t

0
∥w1(s)− w2(s)∥2Vds

≤ αj
2

∫ t

0
∥Mw1(s)−Mw2(s)∥2Xds,∀t ∈ [0, T ].

Then, from (3.8), we obtain(
−αAζ

2
A + βA − αj

2∥AM∥2
)
∥w1 − w2∥2L2(0,t;V) ≤ 0, ∀t ∈ [0, T ].
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Therefore, from (3.10), we have w1 = w2 and the proof is completed.
Step 2. We are now proof that (3.11) has a solution. For this purpose, we introduce

℧ = L2(0, T ; Ω) = {v ∈ V |v(t) ∈ Ω for a.e. t ∈ (0, T )}, (3.12)
and ℧1 = D(L) ∩ ℧, where

D(L) = {w ∈ W | w(0) = 0}.
Consider the following problem for finding w ∈ ℧1 such that∫ T

0
⟨w′(t) +At(w(t))− f(t) + ξ(t), z(t)− w(t)⟩V∗×Vdt

+

∫ T

0
ȷ0t (ς(t),Mw(t);Mz(t)−Mw(t))dt

+

∫ T

0
(φt(η(t),Mz(t))− φt(η(t),Mw(t)))dt ≥ 0,∀ z ∈ ℧1. (3.13)

We now prove that (3.11) and (3.13) are equivalent. For this, we assume that w ∈ W is a solution of
(3.11). This implies that w ∈ ℧ and w(0) = 0, which leads to w ∈ ℧1. Let z ∈ ℧1. Then, we have

⟨w′(t) +At(w(t))− f(t) + ξ(t), z(t)− w(t)⟩V∗×V + ȷ0t (ς(t),Mw(t);Mz(t)−Mw(t))

+φt(η(t),Mz(t))− φt(η(t),Mw(t)) ≥ 0, for a.e. t ∈ (0, T ).

By integration, we deduce that w ∈ ℧1 is a solution to (3.13). Assume that w ∈ ℧1 solves (3.13). Since
0 ∈ Ω and ℧ is a convex set, by using [[22], Theorem 9.1, p.270], we have

D(L)
⋂

℧ is dense in ℧. (3.14)

By taking advantage of (3.14), we discover that w ∈ ℧1 is a solution to the following problem. Find
w ∈ ℧1 such that∫ T

0
⟨w′(t) +At(w(t))− f(t) + ξ(t), z̄(t)− w(t)⟩V∗×Vdt+

∫ T

0
ȷ0t (ς(t),Mw(t);Mz̄(t)−Mw(t))dt

+

∫ T

0
(φt(η(t),Mz̄(t))− φt(η(t),Mw(t)))dt ≥ 0, ∀z̄ ∈ ℧1. (3.15)

In fact, let z̄ ∈ ℧ = L2(0, T ; Ω). From (3.14), there exists a sequence zn ∈ D(L) ∩ ℧ such that
zn −→ z̄ ∈ V .

From (3.13), we have∫ T

0
⟨w′(t) +At(w(t))− f(t) + ξ(t), zn(t)− w(t)⟩V∗×Vdt

+

∫ T

0
ȷ0t (ς(t),Mw(t);Mzn(t)−Mw(t))dt

+

∫ T

0
(φt(η(t),Mzn(t))− φt(η(t),Mw(t)))dt −→ 0 as n −→ ∞, ∀n ∈ N. (3.16)

From [[5], Theorem 2.39], we have
zn(t) −→ z̄(t) ∈ V, for a.e. t ∈ (0, T )

and there is g ∈ L2(0, T ) such that
∥zn(t)∥V ≤ g(t) for a.e. t ∈ (0, T ).

Hence,
Mzn(t) −→ Mz̄(t) ∈ X for a.e. t ∈ (0, T ).
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From the upper semicontinuity of ȷ0t with the last variable, we have

lim sup ȷ0t (ς(t),Mw(t);Mzn(t)−Mw(t)) ≤ ȷ0t (ς(t),Mw(t);Mz̄ −Mw(t)), ∀t ∈ (0, T ). (3.17)

Using (3.4)(d) to estimate (3.17) as following:

|ȷ0t (ς(t),Mw(t);Mzn(t)−Mw(t))| ≤ ∥∂ȷt(ς(t),Mw(t))∥X∗∥Mzn(t)−Mw(t)∥X

≤
(
ϑj0(t) + ϑj1∥ς∥Z + ϑj2∥Mw(t)∥X

)
(∥M∥g(t) + ∥Mw(t)∥X)

= Λ(t), for a.e. t ∈ (0, T ) with Λ ∈ L1(0, T ).

Using the Fatou Lemma to get

lim sup

∫ T

0
ȷ0t (ς(t),Mw(t);Mzn(t)−Mw(t))dt ≤

∫ T

0
ȷ0t (ς(t),Mw(t);Mz̄(t)−Mw(t))dt. (3.18)

Since the function φt(η(t), ·) is continuous onX. therefore, from [23], we have

φt(η(t),Mzn(t))− φt(η(t),Mw(t)) −→ φt(η(t),Mz̄(t))− φt(η(t),Mw(t)) for a.e. t ∈ (0, T ).

It follows from (3.5)(e) that

|φt(η(t),Mzn(t))− φt(η(t),Mw(t))| ≤ ∥∂φt(η(t),Mzn(t))∥X∗∥Mzn(t)−Mw(t)∥X
≤ (ϑφ0 (t) + ϑφ1 ∥η(t)∥Y + ϑφ2 ∥M∥g(t)) (∥M∥g(t) + ∥Mw(t)∥X)

= Λ̃(t), for a.e. t ∈ (0, T ) with Λ̃ ∈ L2(0, T ).

Using the Lebesgue-dominated convergence theorem, we have

lim

∫ T

0
(φt(η(t),Mzn(t))−φt(η(t),Mw(t)))dt =

∫ T

0
(φt(η(t),Mz̄(t))−φt(η(t),Mw(t)))dt. (3.19)

Using (3.18) and (3.19) and taking the upper limit in (3.16), we conclude that w ∈ ℧1 is a solution to
(3.15).

Finally, we show that (3.11) and (3.15) are equivalent. It is clear that (3.11) implies (3.15). The converse
implication follows from [[24], Lemma 2.3], we conclude that (3.11) and (3.15) are equivalent and the
proof is completed. □

Next to demonstrate the existence of a solution to (3.11), it is sufficient to prove that there exists a
solution to (3.15).

We hereby demonstrate that there is at least one solution to the equation (3.15). This can be done
in various methods. For our purpose, applying Theorem 2.5 is sufficient. We introduce the following
additional notation which allows us to rewrite (3.15) in the form of the mixed equilibrium inequality
as stated in (2.1). Let the operators A : V −→ V ∗, M : V −→ L2(0, T ;X), and the functions
ψ : V −→ R, J : V −→ R be defined by

(A w)(t) = At(w(t)),∀w ∈ V , a.e. t ∈ (0, T ),

(Mw)(t) = Mw(t), ∀w ∈ V , a.e. t ∈ (0, T ),

ψ(w) =

∫ T

0
φt(η(t),Mw(t))dt for w ∈ V ,

J(w) =

∫ T

0
ȷt(ς(t),Mw(t))dt for w ∈ V .

Next, we establish the bifunctions Γ,Υ,£ : ℧1 × ℧1 −→ R described by

Γ(w, z) = ⟨Lw, z − w⟩V ∗×V + ψ(z)− ψ(w), (3.20)

Υ(w, z) = ⟨Aw − f + ξ, z − w⟩V ∗×V , (3.21)
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£(w, z) = J0(w; z − w),∀w, z ∈ ℧1. (3.22)
Using (3.15), we can equivalently formulated as follows.

Find w ∈ ℧1 such that

Γ(w, z) + Υ(w, z) +£(w, z) ≥ 0, ∀ z ∈ ℧1. (3.23)

From Theorem 2.5, we prove the existence of a solution to (3.23). We shall verify the assumptions made
in this theorem for U = ℧1.
Claim 1. The bifunctional Γ described by (3.20) verifies the condition (2.3).
First, we prove (2.3)(a). Since

Γ(w, z) + Γ(z, w) = −⟨Lw − Lz, w − z⟩V ∗×V ≤ 0,∀ w, z ∈ ℧1.

Therefore, Γ is monotone. Now, we prove that Γ is a maximal monotone. Let Γ1(w, z) = ⟨Lw, z −
w⟩V ∗×V for w, z ∈ ℧1, and w ∈ ℧1, ϕ : ℧1 −→ R with ϕ(w) = 0 be a convex function, then

ϕ(z) ≥ Γ(z, w),∀ z ∈ ℧1 ⇒ ϕ(v) ≥ Γ1(z, w) + ψ(w)− ψ(z), ∀ z ∈ ℧1.

Hence
ϕ(z) + ψ(z)− ψ(w) ≥ Γ1(z, w), ∀ z ∈ ℧1. (3.24)

Since L : V −→ V ∗ is a maximal monotone, then Γ1 is also a maximal monotone. Thus, (3.24) implies
that

ϕ(z) + ψ(z)− ψ(w) ≥ −Γ1(w, z),∀ z ∈ ℧1.

Therefore,
ϕ(z) ≥ −Γ1(w, z)− ψ(w) + ψ(z) = −Γ(w, z),∀ z ∈ ℧1,

which show that Γ is maximal monotone.
Assumptions (3.8) and (3.5)(c) bring us closer to condition (2.3)(b). We will prove that Γ(w, ·) is convex
and lower semi-continuous for all w ∈ ℧1. Let w, z1, z2 ∈ ℧1 and γ ∈ (0, 1). According to (3.5)(c), we
have

Γ(w, γz1 + (1− γ)z2) = ⟨Lw, γz1 + (1− γ)z2 − w⟩V ∗×V + ψ(γz1 + (1− γ)z2)− ψ(w)

≤ γ⟨Lw, z1 − w⟩V ∗×V + (1− γ)⟨Lw, z2 − w⟩V ∗×V + γ(ψ(z1)− ψ(w))

+ (1− γ)(ψ(z2)− ψ(w))

= γΓ(w, z1) + (1− γ)Γ(w, z2),

which suggests that for all w ∈ ℧1, Γ(w, ·) is convex. Furthermore, (3.8) gives us

M zn −→ M z ∈ L2(0, T ;X), with zn −→ z ∈ V , as n −→ ∞, ∀zn, z ∈ ℧1.

Therefore, we may assume that (M zn)(t) −→ (M z)(t) ∈ X for a.e. t ∈ (0, T ), i.e.,

Mzn(t) −→ Mz(t) ∈ X for a.e. t ∈ (0, T ).

Finally, utilizing Fatou Lemma and (3.5)(c), we arrive at

lim inf ψ(zn) = lim inf

∫ T

0
φt(η(t),Mzn(t))dt

≥
∫ T

0
lim inf φt(η(t),Mzn(t))dt

≥
∫ T

0
φt(η(t),Mz(t))dt

= ψ(z).
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Thus,

lim inf Γ(w, zn) = lim inf [⟨Lw, zn − w⟩V ∗×V + ψ(zn)− ψ(w)]

≥ lim inf⟨Lw, zn − w⟩V ∗×V + lim inf ψ(zn)− ψ(w)

≥ ⟨Lw, z − w⟩V ∗×V + ψ(z)− ψ(w)

= Γ(w, z),∀w ∈ V,

implies that for allw ∈ ℧1, Γ(w, ·) is lower semi-continuous. The requisite (2.3)(c) is obvious. Therefore,
we deduce that Claim 1 is accurate.
Claim 2. The bifunction Υ described by (3.21) verifies the condition (2.4).

First, we demonstrate that for each finite subset D ⊂ ℧1, Υ(·, z) is upper semi-continuous on
conv(D) for all z ∈ ℧1. Suppose {wn} ⊂ conv(D) is such that

wn −→ w ∈ V.

Since conv(D) is a closed and convex set, such that w ∈ conv(D). From (3.3)(b) and [[25], Proposition
27.7(b)], it follows that A : V −→ V ∗ is demicontinuous. So, here we are

A wn ⇀ A w ∈ V ∗

and

lim supΥ(wn, z) = lim sup (⟨A wn, z − wn⟩V ∗×V + ⟨ξ − f, z − wn⟩V ∗×V )

= lim sup⟨A wn, z − wn⟩V ∗×V + lim⟨ξ − f, z − wn⟩V ∗×V

= ⟨A w, z − w⟩V ∗×V + ⟨ξ − f, z − w⟩V ∗×V

= Υ(w, z).

Since Υ(·, z) is upper semi-continuous on conv(D) for all z ∈ ℧1, that is, the condition (2.4)(b) is hold.
From (3.3)(b),(d), Γ is pseudomonotone on ℧1. The proof is similar to the [20, 26], therefore, for this
reason, it is omitted. Hence, (2.4)(a) is hold. The conditions (2.4)(c),(d) is simply verified. Therefore,
Claim 2 is true.
Claim 3. The bifunctional £ described by (3.22) verifies the condition (2.5).

First, we prove that (2.5)(a). Let {wn} ⊂ ℧1 with wn ⇀ w ∈ W . From (3.10), we obtain that
Mwn −→ Mw ∈ L2(0, T ;X). Using the converse Lebesgue-dominated convergence theorem, we
can determine that η ∈ L2(0, T ), such that

∥Mwn(t)∥X ≤ η(t), for a.e. t ∈ (0, T )

and
Mwn(t) −→ Mw(t) ∈ X for a.e. t ∈ (0, T ).

Afterward, we consider the function Λn : (0, T ) −→ R defined by

Λn(t) = ȷ0t (ς(t),Mwn(t);Mw(t)−Mwn(t)) for a.e. t ∈ (0, T ).

Using (3.4)(d) and [[5], Proposition 3.23(iii)], we get

|Λn(t)| = |ȷ0t (ς(t),Mwn(t);Mw(t)−Mwn(t))|
≤ ∥∂ȷt(ς(t),Mwn(t))∥X∗∥Mw(t)−Mwn(t)∥X

≤
(
ϑj0(t) + ϑj1∥ς(t)∥Z + ϑj2∥Mwn(t)∥X

)
(∥Mw(t)∥X + ∥Mwn(t)∥X) , for a.e. t ∈ (0, T ).

Hence, we have
|Λn(t)| ≤ Λ̄(t) a.e. t ∈ (0, T ) with Λ̄ ∈ L1(0, T ),

Λ̄(t) =
(
ϑj0(t) + ϑj1∥ς(t)∥Z + ϑj2η(t)

)
(∥Mw(t)∥X + η(t)) for a.e. t ∈ (0, T ).
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Additionally, according to [[5], Proposition 3.23(ii)], we see that ȷ0t (z, ·, ·) is usc onX×X for t ∈ (0, T ),
z ∈ Z. Consequently, using Fatou Lemma, we have

lim inf £(wn, w) = lim inf J0(wn;w − wn)

≤ lim sup

∫ T

0
ȷ0t (ς(t),Mwn(t);Mw(t)−Mwn(t)) dt

≤
∫ T

0
ȷ0t (ς(t),Mw(t); 0) dt

= 0.

Hence (2.5)(a) is valid, and £ is quasimonotone. Using the upper semicontinuity of J0(·, z) for all z ∈
V , we determine that the condition (2.5)(b). Since J0(w, ·) is positively homogeneous and subadditive
for all w ∈ V , therefore, it is convex and implies the condition (2.5)(c). Hence, (2.5)(d) is held, and we
conclude that Claim 3 is supported.
Claim 4. The condition (2.6) is valid.
The condition (2.6) holds if

Υλ(w, v0)

∥w − v0∥V
−→ −∞ uniformly in λ, as ∥w − v0∥ −→ +∞, for some v0 ∈ ℧1, (3.25)

where
Υλ(w, v0) = Υ(w, v0) +£(w, v0) + λ⟨ȷw, v0 − w⟩V ∗×V , ∀ w ∈ ℧1.

From (3.3)(c),(d) and (3.4)(d),(e), we have
Υλ(w, 0) = ⟨A w − f,−w⟩V ∗×V + J0(w;−w) + λ⟨ȷw,−w⟩V ∗×V

= ⟨A w − A 0, 0− w⟩V ∗×V + ⟨A 0, 0− w⟩V ∗×V + ⟨f, w⟩V ∗×V

+ J0(w; 0− w) + J0(0;w − 0)− J0(0;w − 0) + λ⟨ȷw,−w⟩V ∗×V

≤ −αAζ
2
A∥w∥2V + βA∥w∥2V + ∥ϱ0∥L2∥w∥V + αj

2 (∥AM∥∥w∥V + ∥M0∥X)2

+
(
ϑj0 + ϑj1∥ς∥L2(0,T ;Z)

)
(∥AM∥∥w∥V + ∥M0∥X) + ∥f∥V ∗∥w∥V − λ∥w∥2V

≤ −
(
αAζ

2
A − βA − αj

2∥AM∥2
)
∥w∥2V + (∥ϱ0∥L2 + 2αj

2∥AM∥∥M0∥X + ∥f∥V ∗

+
(
ϑj0 + ϑj1∥ς∥L2(0,T ;Z)

)
∥AM∥)∥w∥V +

(
ϑj0 + ϑj1∥ς∥L2(0,T ;Z)

)
∥M0∥X + αj

2∥M0∥2X.

Hence,
Υλ(w, 0)

∥w∥V
≤ −(αAζ

2
A − βA + αj

2∥AM∥2)∥w∥V + ∥ϱ0∥L2 + 2αj
2∥AM∥∥M0∥X + ∥f∥V ∗

+
(
ϑj0 + ϑj1∥ς∥L2(0,T ;Z)

)
∥AM∥+

(
ϑj0 + ϑj1∥ς∥L2(0,T ;Z)

)
∥M0∥X + αj

2∥M0∥2X
∥w∥V

.

As a result, (3.25) is held with v0 = 0.
According to Theorem 2.5, the equation (3.23) has a solution w ∈ ℧1. Hence, there is a solution to

(3.15). From Step 1, we may say that (3.15) has a unique solution w ∈ W and the proof is therefore
complete.
Step 3. Let (ξi, ηi, ςi) ∈ L2(0, T ;V∗ × Y × Z), i = 1, 2 and w1 = wξ1η1ς1 ∈ W , w2 = wξ2η2ς2 ∈ W
with w1(t), w2(t) ∈ Ω for a.e. t ∈ (0, T ), be the unique solutions to (3.15) corresponding to (ξ1, η1, ς1)
and (ξ2, η2, ς2), respectively. We will display the estimate below:
∥w1 − w2∥L2(0,t;V) ≤ ϑ

(
∥ς1 − ς2∥L2(0,t;Z) + ∥η1 − η2∥L2(0,t;Y) + ∥ξ1 − ξ2∥L2(0,t;V∗)

)
,∀t ∈ [0, T ],

(3.26)
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where ϑ is a positive constant.
From (3.15), we have

⟨w′
1(t) +At(w1(t))− f(t) + ξ1(t), w2(t)− w1(t)⟩V∗×V + ȷ0t (ς1(t),Mw1(t);Mw2(t)−Mw1(t))

+ φt(η1(t),Mw2(t))− φt(η1(t),Mw1(t)) ≥ 0, for a.e. t ∈ (0, T ) (3.27)

and

⟨w′
2(t) +At(w2(t))− f(t) + ξ2(t), w1(t)− w2(t)⟩V∗×V + ȷ0t (ς2(t),Mw2(t);Mw1(t)−Mw2(t))

+ φt(η2(t),Mw1(t))− φt(η2(t),Mw2(t)) ≥ 0, for a.e. t ∈ (0, T ). (3.28)

and, assume that

w1(0) = w2(0) = 0.

From (3.27) and (3.28), we have

⟨w′
1(t)− w′

2(t), w2(t)− w1(t)⟩V∗×V + ⟨At(w1(t))−At(w2(t)), w2(t)− w1(t)⟩V∗×V

+ ȷ0t (ς1(t),Mw1(t);Mw2(t)−Mw1(t)) + ȷ0t (ς2(t),Mw2(t);Mw1(t)−Mw2(t))

+ φt(η1(t),Mw2(t))− φt(η1(t),Mw1(t)) + φt(η2(t),Mw1(t))− φt(η2(t),Mw2(t))

≥ ⟨ξ1(t), w1(t)− w2(t)⟩V∗×V − ⟨ξ2(t), w2(t)− w1(t)⟩V∗×V, for a.e. t ∈ (0, T ). (3.29)

Now, we integrate the aforementioned inequality on (0, t), and use the assumptions (3.3)(d), (3.4)(e)
and (3.5)(d) to obtain

1

2
∥w1(t)− w2(t)∥2H − 1

2
∥w1(0)− w2(0)∥2H + (−αAζ

2
A + βA)

∫ t

0
∥w1(s)− w2(s)∥2Vds

≤ ᾱj
2∥AM∥

∫ t

0
∥ς1(s)− ς2(s)∥Z∥w1(s)− w2(s)∥Vds

+ αj
2∥AM∥2

∫ t

0
∥w1(s)− w2(s)∥Vds+ βφ∥AM∥

∫ t

0
∥η1(s)− η2(s)∥Y∥w1(s)− w2(s)∥Vds

+

∫ t

0
∥ξ1(s)− ξ2(s)∥V∗∥w1(s)− w2(s)∥Vds, ∀t ∈ [0, T ].

Next from (3.10) and the Hölder inequality, we have(
−αAζ

2
A + βA − αj

2∥AM∥2
)
∥w1 − w2∥2L2(0,t;V) ≤ ᾱj

2∥AM∥∥ς1 − ς2∥L2(0,t;Z)∥w1 − w2∥L2(0,t;V)

+ βφ∥AM∥∥η1 − η2∥L2(0,t;Y)∥w1 − w2∥L2(0,t;V) + ∥ξ1 − ξ2∥L2(0,t;V∗)∥w1 − w2∥L2(0,t;V),∀t ∈ [0, T ].

Therefore, the inequality (3.26) follows from (3.10).
Step 4. In this stage, we use the argument of fixed point to define the operator ℑ : L2(0, T ;V∗ ×Y×
Z) −→ L2(0, T ;V∗ ×Y ×Z) by

ℑ(ξ, η, ς) = (R1wξης ,R2wξης ,Swξης),∀(ξ, η, ς) ∈ L2(0, T ;V∗ ×Y ×Z),
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where wξης ∈ W is the unique solution to (3.11) corresponding to (ξ, η, ς). From (3.6), (3.25) and the
Hölder inequality, we discover a constant ϑ > 0 such that

∥ℑ(ξ1, η1, ς1)(t)−ℑ(ξ2, η2, ς2)(t)∥2V∗×Y×Z = ∥(R1w1)(t)− (R1w2)(t)∥2V∗

+ ∥(R2w1)(t)− (R2w2)(t)∥2Y + ∥(Sw1)(t)− (Sw2)(t)∥2Z

≤
(
ϑR1

∫ t

0
∥w1(s)− w2(s)∥Vds

)2

+

(
ϑR2

∫ t

0
∥w1(s)− w2(s)∥Vds

)2

+

(
ϑS

∫ t

0
∥w1(s)− w2(s)∥Vds

)2

≤ ϑ∥w1 − w2∥2L2(0,t,V ∗)

≤ ϑ
(
∥ς1 − ς2∥2L2(0,t;Z) + ∥η1 − η2∥2L2(0,t;Y) + ∥ξ1 − ξ2∥2L2(0,t;V∗)

)
implies that

∥ℑ(ξ1, η1, ς1)(t)−ℑ(ξ2, η2, ς2)(t)∥2V∗×Y×Z

≤ ϑ

∫ t

0
∥(ξ1, η1, ς1)(s)− (ξ2, η2, ς2)(s)∥2V∗×Y×Z, ds for a.e. t ∈ (0, T ). (3.30)

From Lemma 2.7, we have a unique fixed point (ξ∗, η∗, ς∗) of ℑ, i.e.,

(ξ∗, η∗, ς∗) ∈ L2(0, T ;V∗ ×Y ×Z) and ℑ(ξ∗, η∗, ς∗) = (ξ∗, η∗, ς∗).

Step 5. Let (ξ∗, η∗, ς∗) ∈ L2(0, T ;V∗ ×Y × Z) be the unique fixed point of ℑ. We define wξ∗η∗ς∗ to
be the unique solution to (3.11) corresponding to (ξ∗, η∗, ς∗). From the definition of ℑ, we have

ξ∗ = R1(wξ∗η∗ς∗), η
∗ = R2(wξ∗η∗ς∗) and ς∗ = S(wξ∗η∗ς∗).

Finally, we use these relations in (3.11), and come to the conclusion that wξ∗η∗ς∗ is the unique solution
to (3.2) and completes the proof.

Next, we define the constrained mixed variational-hemivariational inequality problem with the non-
homogeneous initial condition 0 ̸= w0 ∈ V for finding w ∈ W such that w(t) ∈ Ω for a.e. t ∈ (0, T )
and

⟨w′(t) +At(w(t)) + (R1w)(t)− f(t), v − w(t)⟩V∗×V + ȷ0t ((Sw)(t),Mw(t);Mv −Mw(t))

+φt((R2w)(t),Mv)− φt((R2w)(t),Mw(t)) ≥ 0,∀v ∈ Ω,

w(0) = w0.
(3.31)

Theorem 3.2. Assume that (3.2)-(3.6) hold, then the equation (3.31) has a unique solution.

Proof. Let w̄(t) = w(t)−w0 and Ω̄ = {v−w0|v ∈ Ω} ⊂ V. We define the operator Ā : (0, T )×V −→
V∗ and M̄ : V −→ X by

Āt(v) = At(v + w0), for v ∈ V, a.e. t ∈ (0, T ), (3.32)
M̄v = M(v + w0), for v ∈ V. (3.33)

Now, we reformulate the problem (3.31) as follows.
Find w̄ ∈ W such that w̄(t) ∈ Ω̄ for a.e. t ∈ (0, T ) and

⟨w̄′(t) + Āt(w̄(t)) + (R1w̄)(t)− f(t), v − w̄(t)⟩V∗×V

+ȷ0t ((S(w̄ + w0))(t), M̄w̄(t); M̄v − M̄w̄(t))

+φt((R2(w̄ + w0))(t), M̄v)− φt((R2(w̄ + w0))(t), M̄w̄(t)) ≥ 0, ∀v ∈ Ω̄,

w̄(0) = 0.

(3.34)
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From Theorem 3.1 to deduce that (3.34) has a unique solution w̄ ∈ W . Therefore it is sufficient to show
that Āt and M̄ satisfy the condition (3.3) and (3.8).

Now we cinfirm that Āt meets (3.3). Since (3.3)(a),(b) are clear. For v ∈ V, a.e. t ∈ (0, T ), we have

∥Āt(v)∥V∗ = ∥At(v + w0)∥V∗ ≤ ϱ0(t) + ϱ1∥v + w0∥V ≤ ϱ0(t) + ϱ1∥w0∥V + ϱ1∥v∥V.

Therefore, with ϱ̄0(t) = ϱ0(t) + ϱ1∥w0∥V and ϱ̄1 = ϱ1, the assumption (3.3)(c) holds. Additionally, for
v1, v2 ∈ V, a.e. t ∈ (0, T ), we obtain

⟨Āt(v1)− Āt(v2), v1 − v2⟩V∗×V = ⟨At(v1 + w0)−At(v2 + w0), v1 − v2⟩V∗×V

= ⟨At(v1 + w0)−At(v2 + w0), (v1 + w0)− (v2 + w0)⟩V∗×V

≥ −αA∥At(v1 + w0)−At(v2 + w0)∥2V∗ + βA∥(v1 + w0)− (v2 + w0)∥2V
≥ −αAζ

2
A∥(v1 + w0)− (v2 + w0)∥2V + βA∥(v1 + w0)− (v2 + w0)∥2V

= (−αAζ
2
A + βA)∥v1 − v2∥2V. (3.35)

Hence, (3.3)(d) holds with αĀζ
2
Ā − βĀ = αAζ

2
A − βA.

Next, using AM̄ = AM and M̄0 = AMw0 + M0 to confirm that M̄ satisfies (3.8). Given that
AM : V −→ X is linear and AMv = Mv −M0 for v ∈ V and from (3.33), we have

AM̄v = M̄v− M̄0 = M(v+w0)−Mw0 = AM(v+w0) +M0 − (AMw0 +M0) = AMv, for v ∈ V,

and
M̄0 = Mw0 = AMw0 +M0,

imply that M̄ is an affine operator. Furthermore, for v ∈ V, a.e. t ∈ (0, T ), we get

(M̄ v)(t) = M̄(v(t)) = M(v(t) + w0) = M(v + w0)(t). (3.36)

According to the compactness of M , M̄ and (3.36) is compact. Hence, M̄ satisfies (3.8). Therefore, from
Theorem 3.1, (3.31) has a unique solution w̄ ∈ W . Therefore w ∈ W given by w(t) = w̄(t) + w0 is a
unique solution to (3.31) and the proof is completed. □

4. Applications

In this section, we present a classical contact problem in a variational formulation and prove its
existence of unique weak solution. Consider a viscoelastic body occupies a bounded domain Ω ⊂
Rι, ι = 1, 2, 3. The boundary of Ω, denoted by ℸ, is assumed to be Lipschitz continuous and ν is
a outward unit normal at ℸ. Suppose that ℸ consists of three mutually disjoint and measurable parts
ℸ̄D, ℸ̄N and ℸ̄C such that meas(ℸD) > 0. The symbol Sι denotes the space of ι× ι symmetric matrices.
The standard inner products and norms on Rι and Sι are given by

u · v = uivi, ∥u∥ =
√

(u · u) for u = (ui),v = (vi) ∈ Rι,

σ · τ = σiτi, ∥σ∥ =
√
(σ · σ) for σ = (σij), τ = (τij) ∈ Sι.

For a vector field v, vν and vτ denote its normal and tangential components on the boundary defined
by

vν = v · ν and vτ = v − vνν.

Given a tensorσ, the symbols σν andστ denote its normal and tangential components on the boundary,
i.e.,

σν = (σν) · ν and στ = σν − σνν.
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Consider a classical model for the contact process on the finite time interval for finding a displacement
field u : Ω× (0, T ) −→ Rι and a stress field σ : Ω× (0, T ) −→ Sι such that for all t ∈ (0, T ),

σ(t) = Aε(u′(t)) +Bε(u(t)) +

∫ t

0
C(t− s)ε(u′(s))ds in Ω, (4.1)

represents the constitutive law for viscoelastic materials with long memory in which A is the viscosity
operators, B represents the elasticity operator and C is the relaxation tensor, and ε(u) denotes the
linearized strain tensor defined by

ε(u) = (εij(u)), εij(u) =
1

2
(ui,j + uj,i) in Ω.

The motion of the equation
u′′(t) = Divσ(t) + f0(t) in Ω, (4.2)

where Divσ = (σij,j) and f0 is a density of the body forces.

u(t) = 0 on ℸD, (4.3)

is a displacement homogeneous boundary where the body is fixed on ℸD .

σ(t)ν = fN (t) on ℸN (4.4)

is a traction boundary condition with surface tractions of density fN acting on ℸN .

u′ν(t) ≤ g, σν(t) + η(t) ≤ 0, (u′ν(t)− g)(σν(t) + η(t)) = 0,

η(t) ≤ k(uν(t))∂jν(u
′
ν(t)) onℸC , (4.5)

is a Signorini unilateral contact boundary condition for the normal velocity in which g > 0 and ∂jν
denotes the Clarke subgradient of a prescribed function jν . Condition η(t) ∈ κ(uν(t))∂ȷν(u

′
ν(t)) on

ℸC is a normal damped response condition where κ is a given damper coefficient depending on the
normal displacement.

∥στ (t)∥ ≤ Fb

(∫ t

0
∥uτ (s)∥ds

)
,

−στ = Fb

(∫ t

0
∥uτ (s)∥ds

)
u′
τ (t)

∥u′
τ (t)∥

, if u′
τ (t) ̸= 0 on ℸC , (4.6)

is a Coulomb law of dry friction in which Fb denotes the friction bound and

u(0) = u0, u
′(0) = w0 in Ω, (4.7)

are the initial conditions, where u0 is a initial displacement and w0 a initial velocity.
The total accumulated slip is represented by∫ t

0
∥uτ (x, s)∥ds at x ∈ ℸC , t ∈ [0, t].

To provide the weak formulation of (4.1)-(4.7), we use the following spaces

H = L2(Ω; Sι), V = {v ∈ H1(Ω;Rι)|v = 0 on ℸD}

where H is a Hilbert space with the inner product

⟨σ, ε⟩H =

∫
Ω
σij(x)εij(x)dx, ∀σ, ε ∈ H ,

and the norm ∥ · ∥H . The inner product and the corresponding norm on V are given by

(u,v)V = (ε(u), ε(v))H , ∥v∥V = ∥ε(v)∥H , ∀u,v ∈ V.
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However, the continuity of the trace operator ρ : V −→ L2(ℸC ;Rι) implies

∥v∥L2(ℸ;Rι) ≤ ∥ρ∥∥v∥V, ∀v ∈ V,

where ρ is a norm of the trace operator in L (V, L2(ℸC ;Rι)). We define a space of fourth order tensor
fields

⋋∞ = {σ = (σijkl)|σijkl = σjikl = σklij ∈ L∞(Ω), 1 ≤ i, j, k, l ≤ ι}

is a real Banach space with the norm

∥σ∥⋋∞ =
∑

1≤i,j,k,l≤ι

∥σijkl∥L∞(Ω), ∀σ ∈ ⋋∞.

Now we suggest the following hypotheses for (4.1)-(4.7) as:

A : Ω× Sι −→ Sι is such that

(a) A(·, ε) is measurable on Ω for all ε ∈ Sι.
(b) there exists LA > 0 such that
∥A(x, ε1)− A(x, ε2)∥ ≤ LA∥ε1 − ε2∥, ∀ ε1, ε2 ∈ Sι a.e. x ∈ Ω.

(c) there exist αA > 0, βA > 0 such that
(A(x, ε1)− A(x, ε2)) · (ε1 − ε2) ≥ −αAL 2

A∥ε1 − ε2∥2 + βA∥ε1 − ε2∥2, ∀ε1, ε2 ∈ Sι.
(d) A(x,0) = 0, for a.e. x ∈ Ω.

(4.8)

B : Ω× Sι −→ Sι is such that

(a) B(·, ε) is measurable on Ω for all ε ∈ Sι.
(b) there exists LB > 0 such that
∥B(x, ε1)−B(x, ε2)∥ ≤ LB∥ε1 − ε2∥, ∀ε1, ε2 ∈ Sι a.e. x ∈ Ω.

c) there exist αB > 0, βB > 0 such that
(B(x, ε1)−B(x, ε2)) · (ε1 − ε2) ≥ −αBL 2

B∥ε1 − ε2∥2 + βB∥ε1 − ε2∥2,∀ε1, ε2 ∈ Sι.
(d)B(x,0) = 0 for a.e. x ∈ Ω.

(4.9)

C ∈ C([0, T ];⋋∞). (4.10)

κ : ℸC × R −→ R is such that

(a) κ(·, r) is measurable on ℸC for all r ∈ R.
(b) there exist κ1, κ2 such that
0 < κ1 ≤ κ(x, t) ≤ κ2 ∀ r ∈ R, a.e. x ∈ ℸC .

(c) there exists Lκ > 0 such that
|κ(x, r1)− κ(x, r2)| ≤ Lκ|r1 − r2|,∀r1, r2 ∈ R, a.e. x ∈ ℸC .

(4.11)
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ȷν : ℸC × R −→ R is such that

(a) ȷν(·, r) is measurable on ℸC , ∀ r ∈ R and there exists e ∈ L2(ℸC) such that
ȷν(·, e(·)) ∈ L1(ℸC).

(b) ȷν(x, ·) is locally Lipschitz on R for a.e. x ∈ ℸC .

(c) there are ϑ̄0, ϑ̄1 ≥ 0 such that
|∂ȷν(x, r)| ≤ ϑ̄0 + ϑ̄1|r|, ∀r ∈ R, a.e. x ∈ ℸC .

(d) there exists αȷν ≥ 0 such that
ȷ0ν(x, r1; r2 − r1) + ȷ0ν(x, r2; r1 − r2) ≤ αȷν |r1 − r2|2,∀r1, r2 ∈ R, a.e. x ∈ ℸC .

(4.12)

Fb : ℸC × R −→ R is such that
(a) Fb(·, r) is measurable on ℸC ,∀r ∈ R.
(b) there exists LFb

> 0 such that
|Fb(x, r1)− Fb(x, r2)| ≤ LFb

|r1 − r2|,∀r1, r2 ∈ R, a.e. x ∈ ℸC .

(c) Fb(x, r) = 0,∀r ≤ 0, and Fb(x, r) ≥ 0, ∀r ≥ 0 for a.e. x ∈ ℸC .

(4.13)

f0 ∈ L2(0, T ;L2(Ω;Rι)),

fN ∈ L2(0, T ;L2(ℸN ;Rι)), u0,w0 ∈ V. (4.14)

Additionally, we introduce the set of admissible velocity fields U described by

U = {v ∈ V|vν ≤ g on ℸC},

and an element f ∈ V∗ by

⟨f ,v⟩V∗×V = ⟨f0,v⟩L2(Ω;Rι) + ⟨fN ,v⟩L2(ℸN ;Rι)∀v ∈ V. (4.15)

Now from the weak formulation of (4.1)-(4.7). We assume that v ∈ U and t ∈ (0, T ), and multiply (4.2)
by v − u′(t) and integrate by parts together with (4.3) and (4.4) to obtain∫

Ω
u′′(t) · (v − u′(t))dx+

∫
Ω
σ(t) · (ε(v)− ε(u′(t)))dx =

∫
Ω
f0(t) · (v − u′(t))dx

+

∫
ℸN

fN (t) · (v − u′(t))dℸ+

∫
ℸC

σ(t)ν · (v − u′(t))dℸ.

Using (4.5) and the concept of the Clarke’s subgradient, we have

σν(t)(vν − u′ν(t)) = (σν(t) + η(t))(vν − g)− (σν(t) + η(t))(u′ν(t)− g)− η(t)(vν − u′ν(t))

≥ −κ(uν(t))ȷ0ν(u′ν(t); vν − u′ν(t)) on ℸC . (4.16)

From the friction law, (4.6) can be expressed as

στ (t) · (vτ − u′
ν(t)) ≥ −Fb

(∫ t

0
∥uτ (s)∥ds

)(
∥vτ∥ − ∥u′

τ (t)∥
)

on ℸC . (4.17)

Combining (4.16), (4.17) and the decomposition formula [5], we obtain

Fb

(∫ t

0
∥uτ (s)∥ds

)(
∥vτ∥ − ∥u′

τ (t)∥
)
+κ(uν(t))ȷ

0
ν(u

′
ν(t); vν−u′ν(t))+σ(t)ν·(v−u′(t)) ≥ 0 on ℸC .

(4.18)
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Again, concluding from (4.15)∫
Ω
u′′(t) · (v − u′(t))dx+

∫
ℸC

Fb

(∫ t

0
∥uτ (s)∥ds

)(
∥vτ∥ − ∥u′

τ (t)∥
)
dℸ

+ ⟨σ(t), ε(v)− ε(u′(t))⟩H +

∫
ℸC

k(uν(t))j
0
ν(u

′
ν(t); vν − u′ν(t))dℸ ≥ ⟨f ,v − u⟩V∗×V. (4.19)

Finally, from (4.1)-(4.7), we have following problem for finding u : (0, T ) −→ V such that u(0) =
u0,u

′(0) = w0 and∫
Ω
u′′(t) · (v − u′(t))dx+ ⟨A(ε(u′(t))), ε(v)− ε(u′(t))⟩H + ⟨B(ε(u(t)))

+

∫ t

0
C(t− s)ε(u′(s))ds, ε(v − ε(u′(t)))⟩H +

∫
ℸC

Fb

(∫ t

0
∥uτ (s)∥ds

)(
∥vτ∥ − ∥u′

τ (t)∥
)
dℸ

+

∫
ℸC

k(uν(t))j
0
ν(u

′
ν(t); vν − u′ν(t))dℸ ≥ ⟨f ,v − u⟩V∗×V∀v ∈ U, a.e. t ∈ (0, T ). (4.20)

Now, we prove the unique solvability of (4.20).

Theorem 4.1. Assume that (4.8)-(4.14) and

βA > αAL 2
A + αȷνκ2∥ρ∥2

holds. Then (4.20) has a unique solution u ∈ C([0, T ];V), u′ ∈ W with u′(t) ∈ U for a.e. t ∈ (0, T ).

Proof. Using the Theorem 3.2 with X = Y = Z = L2(ℸC),Ω = U, and M = ρ. Let the operator
A : V ×V −→ V∗, and functions φ : Y ×X −→ R and ȷ : Z×X −→ R be defined by

⟨A(w),v⟩V∗×V = ⟨A(ε(w)), ε(v)⟩H , ∀w,v ∈ V,

φ(y, x) =

∫
ℸC

Fb(y)∥x∥dℸ, ∀y ∈ Y, x ∈ X,

ȷ(z, x) =

∫
ℸC

κ(z)ȷν(x) dℸ,∀z ∈ Z, x ∈ X.

Now, the operators R1 : V −→ V ∗, R2 : V −→ L2(0, T ;Y), and S : V −→ L2(0, T ;Z) specified by

⟨(R1w)(t),v⟩V∗×V = ⟨B(ε(u0) +

∫ t

0
ε(w(s))ds), ε(v)⟩H

+ ⟨
∫ t

0
C(t− s)ε(w(s))ds, ε(v)⟩H ,∀w ∈ V ,v ∈ V, t ∈ (0, T ),

(R2w)(t) =

∫ t

0
∥
∫ s

0
wτ (r)dr + u0τ∥ds,∀w ∈ V , t ∈ (0, T ),

(Sw)(t) =

∫ t

0
wν(s)ds+ u0ν , ∀w ∈ V , t ∈ (0, T ).

Let w(t) = u′(t)∀t ∈ (0, T ). Then, we have the following problems.
Find w ∈ W such that w(t) ∈ U for a.e. t ∈ (0, T ), w(0) = w0 and

⟨w′(t) +A(w(t)) + (R1w)(t)− f(t),v −w(t)⟩V∗×V + ȷ0((Sw)(t),Mw(t);Mv −Mw(t))

+ φ((R2w)(t),Mv)− φ((R2w)(t),Mw(t)) ≥ 0, ∀v ∈ U, a.e. t ∈ (0, T ). (4.21)

Due to the fact that the set Ω = U is a closed and convex subset ofV with 0 ∈ Ω, and (3.7) holds. Then
from [5], (4.21) together with Theorem 4.1 has a unique solution w ∈ W such that w(t) ∈ U for a.e.
t ∈ (0, T ), and completing the proof. □
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[8] S. Migórski and S. D. Zeng. Rothe method and numerical analysis for history-dependent hemivariational inequalities

with applications to contact mechanics. Numerical Algorithms, 82(2): 423-450, 2019.
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