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ABSTRACT. In this paper, we introduce a new iterative algorithm for approximating a common element
of the set of solutions of an attractive point of further 2-generalized hybrid mapping, equilibrium problem
and a common zero of a finite family of monotone operators in hyperbolic spaces. We establish strong
convergence theorem under suitable assumptions, and also give numerical example to support our main
result. Our results generalize and improve many recent results in the literature.
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1. INTRODUCTION

The concept of attractive points was originally studiied in Hilbert space by Takahashi and Takeuchi
[31]. The introduction was motivated basically to get rid of the closedness and convexity hypotheses
imposed on the nonempty subset C ⊂ H in a celebrated Bailon’s [4] nonlinear ergodic theorem.

Let C be a nonempty subset of a metric space X and let T : C −→ X be a nonlinear mapping. We
denote the set of attractive point of T by A(T ) and defined by

A(T ) = {u ∈ X : d(Tv, u) ≤ d(v, u), ∀v ∈ C}

Recall that a mapping T : C −→ X is said to be (α, β)-generalized hybrid [20] if there exists α, β ∈ R
such that

αd2(Tx, Ty) + (1− α)d2(x, Ty) ≤ βd2(Tx, y) + (1− β)d2(x, y), ∀x, y ∈ C.

Observe that mapping T reduces to a nonexpansive mapping if α = 1 and β = 0. i.e.,

d(Tx, Ty) ≤ d(x, y), ∀x, y ∈ C.

If α = 3
2 and β = 1

2 , then it is said to be hybrid [21, 30], i.e.,

3d2(Tx, Ty) ≤ d2(x, y) + d2(Tx, y) + d2(Ty, x), ∀x, y ∈ C.

It is also said to be nonspreading [21, 22] if α = 2 and β = 1. i.e.,

2d2(Tx, Ty) ≤ d2(Tx, y) + d2(Ty, x), ∀x, y ∈ C.
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Let’s recall that a mapping T is said to be normally generalized hybrid [34] if there exist α, β, γ, δ ∈ R
such that

(a) α+ β + γ + δ ≥ 0
(b) α+ β > 0 or α+ γ > 0, and

αd2(Tx, Ty) + βd2(x, Ty) + γd2(Tx, y) + δd2(x, y) ≤ 0, ∀x, y ∈ C.

To generalize the class of normally generalized hybrid mapping, the class of normally 2-generalized
hybrid and further generalized hybrid were introduced. A mapping T is said to be

(i) normally 2-generalized hybrid [23] if there exist α1, α2, α3, β1, β2, β3 ∈ R such that
(a)

∑3
i=1(αi + βi) ≥ 0

(b)
∑3

i=1 αi > 0, and
(c) α1d

2(T 2x, Ty)+α2d
2(Tx, Ty)+α3d

2(x, Ty)+β1d
2(T 2x, y)+β2d

2(Tx, y)+β3d
2(x, y) ≤

0, ∀x, y ∈ C.
(ii) further generalized hybrid [16] if there exists α, β, γ, δ, ϵ ∈ R such that

(a) α+ β + γ + δ ≥ 0, ϵ ≥ 0.
(b) α+ β > 0 or α+ γ > 0 and
(c) αd2(Tx, Ty) + βd(x, Ty) + γd2(Tx, y) + δd(x, y) + ϵd(x, Tx) ≤ 0, ∀x, y ∈ C.

Convergence theorems for attractive points of the above mentioned generalized nonlinear mappings have
been studied in Hilbert spaces by various authors; see for example, [24, 16, 32, 34]. In 2008, Safeer
Hussain Khan [16] proposed a mann iterative scheme that converges weakly to a common attractive point
of two further generalized hybrid mappings in Hilbert spaces. Kondo and Takahashi [24] constructed a
Halpern’s type iterative scheme that converges strongly to an attractive point of normally 2-generalized
hybrid mappings,also in Hilbert spaces.

Let (X, d) be a metric space and x, y ∈ X . Let d(x, y) = l. An isometry c : [0, l] −→ X satisfying
c(0) = x and c(l) = y is called a geodesic path joining x to y. A geodesic segment between x and y
is the image of a geodesic path joining x to y, which is denoted by [x,y] when it is unique. A geodesic
space is a metric space (X, d) in which every two points of X are joined by a geodesic segment. A
metric space in which every two points of the space are joined by only one geodesic segment is referred
to as uniquely geodesic space. Let X be a uniquely geodesic space and (1 − t)xoplusty denote the
unique point z of the geodesic segment joining x to y for each x, yinX such that d(z, x) = td(x, y) and
d(z, y) = (1 − t)d(x, y). Set [x, y] := {(1 − t)x ⊕ ty : t ∈ [0, 1]}.Then a subset C ⊂ X is said to be
convex if [x, y]subsetC for all x, y ∈ C.

A geodesic space (X, d) is a CAT(0) space if and only if it satisfies the (CN) inequality,[7] i.e., If x,y,z
are points in X and q is the midpoint of the segment [y,z], then

d2(x, q) ≤ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d2(y, z).

A complete CAT(0) space is known as Hadamard space. Examples include, Hilbert spaces, the Hilbert
ball, Euclidean space Rn, R− trees [29]

A geodesic space (X, d) is called a hyperbolic space [1]. if for any x, y, z ∈ X ,

d(
1

2
z ⊕ 1

2
x,

1

2
z ⊕ 1

2
y) ≤ 1

2
d(x, y).

Equivalently [1], a hyperbolic space is a geodesic space (X, d) that satisfies

d(αx⊕ (1− α)y, αw ⊕ (1− α)z) ≤ αd(x,w) + (1− α)d(y, z),

for all x, y, z, w ∈ X,α ∈ (0, 1). The class of hyperbolic spaces include the normed spaces, CAT(0)
spaces and some others.
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Let (X, d) be a metric space and {xn}∞n=1 be any bounded sequence in X . For x ∈ X , set r(x, {xn}) :=
lim sup
n →∞

d(xn, x), then

• the asymptotic radius of the sequence {xn} ⊆ X denoted by r({xn}) is defined by

r({xn}) = inf
x∈X

r({xn}, x).

• the asymptotic center of {xn} ⊆ X is a set

A({xn}) = {z ∈ X : r(z, {xn}) = r({xn})}.

In a Complete CAT (0) space,it is known that A({xn}) consists of exactly one point. A sequence
{xn} ⊆ X is said to ∆-converge to x if every subsequence {xnk

} of {xn} satisfies the condition that

A({xnk
}) = {x}.

That is to say a sequence {xn} ⊆ X ∆-converges to a point x ∈ X if x is the unique asymptotic center
of {xnk

} for every subsequence {xnk
} of {xn} and this is written as ∆− lim

n →∞
xn = x.

Berg and Nikolev [5] introduced the notion of quasilinearization in CAT (0) spaces. Let X be a
CAT (0) space and (a, b) ∈ X ×X . Then quasilinearization is a map ⟨, ⟩ : (X ×X)× (X ×X) → R
defined by

⟨
−→
ab,

−→
cd⟩ = 1

2
d2(a, d) +

1

2
d2(b, c)− 1

2
d2(a, c)− 1

2
d2(b, d), ∀a, b, c, d ∈ X.

It can easily be checked that ⟨
−→
ab,

−→
ab⟩ = d2(a, b), ⟨

−→
ba,

−→
cd⟩ = −⟨

−→
ab,

−→
cd⟩, ⟨

−→
ab,

−→
cd⟩ = ⟨−→ae,

−→
cd⟩ + ⟨

−→
eb,

−→
cd⟩

and ⟨
−→
ab,

−→
cd⟩ = ⟨

−→
cd,

−→
ab⟩ ∀a, b, c, d, e ∈ X . We say that the spacce X satisfies Chauchy-Schwart inequal-

ity if
⟨
−→
ab,

−→
cd⟩ ≤ d(a, b)d(c, d), ∀a, b, c, d ∈ X.

Kakavandi and Amini [3] introduced the concept of duality in a complete CAT (0) space X based on the
work of Berg and Nikolaev [5].

Consider the map H : R×X ×X → C(X) defined by

H(t, a, b)(x) = t⟨
−→
ab,−→ax⟩, t ∈ R, a, b, x ∈ X,

where C(X,R) is a space of all continuous real-valued functions on X . Then the Cauchy-Schwarz in-
equality implies that the map H(t, a, b) is a Lipschitz map with Lipschitz semi-norm L(H(t, a, b)) =

td(a, b),∀ t ∈ R and a, b ∈ X , where L(φ) = sup{φ(x)−φ(y)
d(x,y) : x, y ∈ X , x ̸= y } is the semi-norm for

any function φ : X → R.

Define a map M on R×X ×X by

M((t, a, b), (s, c, d)) = L(H(t, a, b)−H(s, c, d)),∀ t, s ∈ R, a, b, c, d ∈ X.

Clearly D̂ is a pseudometric.
A relation ∼ on R×X×X defined by (t, a, b) ∼ (s, c, d) if M((t, a, b), (s, c, d)) = 0 is an equivalence

relation, where the equivalence class of (t, a, b) is given as

[t
−→
ab] = {s

−→
cd : t⟨

−→
ab,−→xy⟩ = s⟨

−→
cd,−→xy⟩, x, y ∈ X}.

We denote by X∗ := {[t
−→
ab] : (t, a, b) ∈ R×X ×X} the set of all equivalence classes of (t, a, b). This

together with the metric D̂ on X∗ is called the dual space of (X, d).
The concept of attractive points of a nonlinear map T was first studied in the setting of CAT (0) spaces

by Kunwai, Kaewkhao and Inthakon [25]. In 2015, Kaekhaon, Inthakon and Kunwai [14] proved the ∆-
convergence of a Mann-type scheme to a point in the set of attractive points of normally generalized
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hybrid mappings. Also,Cuntavepanit and Phuengrattana [10] studied the class of further generalized
hybrid mappings in Hadamard spaces. They established the demiclosed principle and proved the ∆-
convergence for attractive points.

Recently, Ali and Yusuf [2] introduced a further 2-generalized hybrid mapping, which includes nor-
mally 2-generalized hybrid and further generalized hybrid mappings as special cases in a complete
CAT(0) space. They constructed the below Halpern’s type iterative scheme for finding an element in
the set of attractive point of such mapping.{

yn = αnxn ⊕ βnTxn ⊕ γnT
2xn

xn+1 = δnu⊕ (1− δn)yn.
(1.1)

The new generalized nonlinear map is defined below as;
Let X be a complete CAT(0) space and let C be a nonempty subset of X. A mapping T : C −→ C is said
to be further 2-generalized hybrid if there exists α1, α2, α3, β1, β2, β3, ϵ1, ϵ2 ∈ R such that

(i)
∑3

i=1(αi + βi) ≥ 0, ϵ1, ϵ2 ≥ 0.
(ii)

∑3
i=1 αi > 0

(iii) α1d
2(T 2x, Ty)+α2d

2(Tx, Ty)+α3d
2(x, Ty)+ β1d

2(T 2x, y)+ β2d
2(Tx, y)+ β3d

2(x, y)+
ϵ1d

2(x, T 2x) + ϵ2d
2(x, Tx) ≤ 0, ∀x, y ∈ C.

Remark 1.1. If α1 = β1 = ϵ2 = 0, then the mapping is reduced to further generalized hybrid mapping.
Also, the mapping is reduced to a normally 2-generalized hybrid mapping if ϵ1 = ϵ2 = 0.

Let C be a nonempty closed convex subset of a hyperbolic space X and f : C × C −→ R be a
bifunction. The equilibrium problem for a bifunction f is to find;

x∗ ∈ C such that f(x∗, z) ≥ 0,∀z ∈ C. (1.2)

The set of solutions of (1.2) is denoted by EP (f, C). This problem was originally studied in [6] which
includes, as a special cases, many important Mathematical problems such as optimization problems, vari-
ational inequality problems, saddle point problems and other problems of interest in many applications.

Methods of solving Equilibrium problems and their generalizations have been a very important tool
for solving problems arising in the areas of linear or nonlinear programming, variational inequalities,
optimization problems, fixed point problems and so on. It has been widely applied to physics, structural
analysis, management sciences, e.t.c., see for example [3, 9, 13, 26, 27]. Various methods have been used
to study equilibrium problems, one of such methods is the proximal point algorithm which was used in
[17] to study the existence of solutions of equilibrium problems. Other methods include the extragradient
method which was introduced in [28] by Quoc et al. in the setting of Hilbert spaces. They studied the
following scheme; {

zn ∈ Argminz∈C{f(xn, z) + 1
2λn

∥z − xn∥2},
xn+1 ∈ Argminz∈C{f(zn, z) + 1

2λn
∥z − xn∥2}.

(1.3)

and they established weak convergence of the sequence {xn} generated by (1.3) to a solution of some
equilibrium problem. In recent time, several authors have extended the notion of equilibrium to Hadamard
spaces.

Khatibzadeh and Mohebbi [18] studied both ∆−convergence and strong convergence of a sequence
generated by the Extragradient Method for pseudo-monotone equilibrium problems in a complete CAT (0)
space.

Let X be a hyperbolic space with dual X∗ and let A : X −→ 2X
∗

be a multivalued operator with
domain D(A) := {x ∈ X : Ax ̸= ∅}, range R(A) :=

⋃
x∈X Ax, A−1(x∗) = {x ∈ X : x∗ ∈ Ax} and

graph gra(A) := {(x, x∗) ∈ X×X∗ : x ∈ D(A), x∗ ∈ Ax}. Also, let X be a Hadamard space with dual
X∗. The multivalued operator A : X −→ 2X

∗
is said to be monotone if the inequality ⟨x∗−y∗, −→yx⟩ ≥ 0

holds for every (x, x∗), (y, y∗) ∈ gra(A). [19].
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A monotone operator A : X −→ 2X
∗

is maximal if there exists no monotone operator B : X −→
2X

∗
such that gra(B) properly contains gra(A) (thai is, for any (y, y∗) ∈ X × X∗, the inequality

⟨x∗ − y∗, −→yx⟩ ≥ 0 for all (x, x∗) ∈ gra(A) implies that y∗ ∈ Ay).
The resolvent of a multivalued operator A : X −→ 2X

∗
of order λ > 0 is the multivalued mapping

JA
λ : X −→ 2X defined by JA

λ (x) := {z ∈ X : [ 1λ
−→zx] ∈ Az}. Monotone operator A is said to satisfy

range condition if for every λ > 0, D(JA
λ ) = X , where D(JA

λ ) is the domain of JA
λ .

Let A : X −→ 2X
∗

be a monotone operator. A monotone inclusion problem is a problem of the form:

find x ∈ D(A) such that 0 ∈ Ax. (1.4)

The solution set of equation (1.4) is denoted by A−1(0) [26].
One of the most important problems in monotone operator theory is approximating a zero of a mono-

tone operator. Martinet [26] introduced one of the most popular methods for approximating a zero of a
monotone operator in Hilbert spaces that is called the proximal point algorithm. Recently, Khatibzadeh
and Ranjbar [19] generalized monotone operators and their resolvents to Hadamard spaces by using the
duality theory.

Very recently, Moharami and Eskandani [27] proposed the following extragradient type algorithm for
finding a common element of the set of solutions of an equilibrium problem for a single bifunction f and
a common zero of a finite family of monotone operators A1, A2, · · · , AN in Hadamard spaces;

wn = JAN

βN
n

◦ JAN−1

βN−1
n

◦ · · · ◦ JA1

β1
n
xn,

yn = argmin
y∈K

{f(wn, y) +
1

2λn
d2(wn, y)},

rn = argmin
y∈K

{f(yn, y) + 1
2λn

d2(wn, y)},

xn+1 = αnw ⊕ (1− αn)rn,

(1.5)

where {αn}, {βn} and {λn} are sequences satisfying some conditions. They proved strong convergence
theorem of the sequence {xn} generated by the above scheme.

In this article, motivated and inspired by the result of Moharami and Eskandani [27], and the result
of Ali and Yusuf [2], we propose an iterative algorithm for finding a common element of the set of so-
lutions of an attractive point problem of further 2-generalized hybrid mapping, equilibrium problem and
a common zero of a finite family of monotone operators in hyperbolic spaces. The strong convergence
theorem is established under suitable assumptions.We also give numerical example to support our main
result.

2. PRELIMINARIES

The following notions and results are very vital in our subsequent discussion.

Definition 2.1. ([18]) A function f : X → (−∞,+∞] is called
i) convex if

f((1− σ)x⊕ σy) ≤ (1− σ)f(x) + σf(y) ∀x, y ∈ X and σ ∈ [0, 1].

ii) strictly convex if

f((1− σ)x⊕ σy) < (1− σ)f(x) + σf(y) ∀x, y ∈ X x ̸= y and σ ∈ [0, 1].

Remark 2.2. Observed that if f is strictly convex, then the minimizer of f is unique.

Definition 2.3. Let X be a hyperbolic space and g : D(g) ⊆ X → R be a function (D(g) denotes the
domain of g). Then g is said to be ∆−upper semicontinuous at some point x0 ∈ D(g) if

g(x0) ≥ lim sup g(xn)
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for every sequence {xn} ⊆ D(g) satisfying the condition that ∆ − lim
n →∞

xn = x0. We say that g is

∆−upper semicontinuous on D(g) if it is ∆−upper semicontinuous at every point in D(g).

Definition 2.4. Let X be a hyperbolic space and h : D(h) ⊆ X → R be a function (D(h) denotes the
domain of h). Then h is said to be ∆−lower semicontinuous at some point x0 ∈ D(h) if

h(x0) ≤ lim suph(xn)

for every sequence {xn} ⊆ D(h) satisfying the condition that ∆ − lim
n →∞

xn = x0. We say that h is

∆−lower semicontinuous on D(h) if it is ∆−lower semicontinuous at every point in D(h).

Definition 2.5. [27] Let X be a hyperbolic space. A bifunction f : X ×X → R is said to be monotone
and pseudo-monotone if for every x, y ∈ X ,

f(x, y) + f(y, x) ≤ 0 and f(x, y) ≥ 0 implies f(y, x) ≤ 0.

respectively.

In this paper, f is assumed to satisfy the following conditions;

B1 : f(x, .) : X → R is convex and lower semicontinuous for all x ∈ X.
B2 : f(., y) : X → R is ∆−upper semicontinuous for all y ∈ X.
B3 : f is Lipschitz-type continuous, that is there exist two positive constant c1 and c2 such that

f(x, y) + f(y, z) ≥ f(x, z)− c1d
2(x, y)− c2d

2(y, z), ∀x, y, z ∈ X.

B4 : f is pseudo-monotone.

Definition 2.6. [15] A hyperbolic space (X, d) is said to satisfy the S property if for any (x, y) ∈ X×X ,
there exists a point yx such that [−→xy] = [−→yxx].

Definition 2.7. [15] A hyperbolic space (X, d) is said to satisfy (Q4) condition if for any x, y, p, q ∈
X, d(p, x) < d(x, q) and d(p, y) < d(y, q) imply d(p,m) ≤ d(m, q), ∀m ∈ [x, y].

Definition 2.8. [33] Let l∞ be the Banach space of bounded sequences with supremum norm and µ :
l∞ → R be a bounded and linear functional on l∞. Let µ(f)(orµn(xn)) denotes the value of µ at f =
(x1, x2, x3, . . .) ∈ l∞. A mean µn is a linear functional defined on l∞ satisfying µn(e) = ||µn|| = 1,
where e = (1, 1, 1, . . .). And a Banach limit on l∞ is a mean µn such that µn(xn+1) = µn(xn) .

Lemma 2.9. [11] Let (X, d) be a complete CAT (0) space, r, x, y, v ∈ X and t ∈ (0, 1). Then,
i. d(tx⊕ (1− t)y, v) ≤ td(x, v) + (1− t)d(y, v),

ii. d2(tx⊕ (1− t)y, v) ≤ td2(x, v) + (1− t)d2(y, v),
iii. d(tx⊕ (1− t)y, tr ⊕ (1− t)zv ≤ td(x, r) + (1− t)d(y, v),
iv. d2(tx⊕ (1− t)y, v) ≤ td2(x, v) + (1− t)d2(y, v)− t(1− t)d2(x, y).

Lemma 2.10. [15] Let X be a complete CAT (0) space that satisfies the S property. Let {xn} be a
sequence in X and x ∈ X . Then {xn} ∆ converges to x iff lim sup

n →∞
⟨−−→xnx,−→yx⟩ = 0 ∀y ∈ X .

Let x1, x2, . . . , xn be points in CAT (0) spaces. For λ1, λ2, . . . , λn ∈ (0, 1) with
∑n

i=1 λi = 1, we
write

n⊕
i=1

λixi = (1− λn)(
λ1

1− λn
x1 ⊕

λ2

1− λn
x2 ⊕ · · · ⊕ λn−1

1− λn
xn−1)⊕ λnxn,

where the definition of ⊕ is an ordered one in the sense that it depends on the order of points x1, x2, . . . , xn.

The notation above was introduced by Dompongsa, Kaewkhao and Panyanak [12] in CAT (0) spaces.
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Lemma 2.11. [8] Let (X, d) be a complete CAT (0) space and x, y ∈ X ti ∈ (0, 1). Then

d2(⊕n
i=0tixi, y) ≤

n∑
i=0

tid
2(xi, y)− titjd

2(xi, xj)

where i, j ∈ {0, 1, . . . , n} and
∑n

i=0 ti = 1

Lemma 2.12. [1] Every bounded sequence in a complete CAT (0) space has a ∆-convergent subse-
quence.

Lemma 2.13. [14, 25] Let (X, d) be a CAT (0) space and K be a nonempty subset of X.Let T : K → K
be a mapping. Let {xn} be a bounded sequence in K such that lim

n →∞
d(xn, Txn) = 0. Then

(i) The sequences {d(xn, y)} and {d(Txn, y)} are bounded for all y ∈ C
(ii) µnd(xn, y) = µnd(Txn, y) for any Banach limit µn on l∞.

Lemma 2.14. [14] Let (X,d) be a complete CAT (0) space satisfying the Q4 condition. Let C be a
nonempty subset of X and T : C −→ X be any map. Then A(T) is closed and convex.

Lemma 2.15. [11] Let C be a closed and convex subset of a complete CAT (0) space X, T : C −→ C
be a nonexpansive mapping and {xn} be a bounded sequence in C such that lim

n→∞
d(xn, Txn) = 0 and

xn ∆-converges to x. Then x=Tx.

Lemma 2.16. [27] If a bifunction f satisfies conditions B1, B2 and B4, then EP(f,C) is closed and convex.

Lemma 2.17. [35] Let {bn} be a sequence of nonnegative real numbers, {αn} be a sequence of real
numbers in (0,1) with

∑∞
n=0 αn = ∞ and {tn} be a sequence of real numbers. Suppose that

bn+1 ≤ (1− αn)bn + αntn, ∀n ≥ 0.

If lim sup
k→∞

tnk
≤ 0, then, for every subsequence {bnk

} of {bn} satisfying lim inf
k→∞

(bnk+1
− bnk

) ≥ 0, it

holds that lim
n→∞

bn = 0.

Lemma 2.18. [2] Let (X, d) be a complete CAT (0) space which satisfies the (S) property and let C be
a nonempty subset of X. Let T : C −→ C be a further 2-generalized hybrid mapping. Let {xn} be a
bounded sequence in K that ∆ converges to x and d(xn, Txn) → 0, d(xn, T 2xn) → 0 as n → ∞. Then
z ∈ A(T ).

Theorem 2.19. [19] Let X be a CAT(0) space with dual X∗ and let A : X −→ 2X
∗

be a multivalued
mapping. Then

(i) For any λ > 0, R(JA
λ ) ⊂ D(A), F (Jλ) = A−1(0).

(ii) If A is monotone, then JA
λ is a single-valued on its domain and

d2(JA
λ x, JA

λ y) ≤ ⟨
−−−−−→
JA
λ xJA

λ y,−→xy⟩,∀x, y ∈ D(JA
λ ),

in particular JA
λ is a nonexpansive mapping.

(iii) If A is monotone and 0 < λ ≤ µ, then d2(JA
λ x, JA

µ x) ≤ µ−λ
µ+λd

2(x, JA
µ x), which implies that

d(x, JA
λ x) ≤ 2d(x, JA

µ x).

Remark 2.20. It is well known that if T is a nonexpansive mapping on a subset C of a CAT (0) space X,
then F (T ) is closed and convex. Thus, if A is monotone operator on a CAT (0) space X, then by parts
(i) and (ii) of theorem 2.14, A−1(0) is closed and convex. Also by using part (iii) of the same theorem
for all u ∈ F (JA

λ ) and x ∈ D(JA
λ ), we have

d2(JA
λ x, x) ≤ d2(u, x)− d2(u, JA

λ x). (2.1)

Remark 2.21. Observe that Lemmas 2.9, 2.10, 2.11, 2.12, 2.14, 2.18 and Theorem 2.19 holds true also
in the setting of hyperbolic spaces.
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3. MAIN RESULTS

In this section, we study the strong convergence of the following iterative scheme. Let u, x1 ∈ X and

vn = JAN

σN
n

◦ JAN−1

σN−1
n

◦ · · · ◦ JA1

σ1
n
xn,

wn = argmin
y∈C

{f(vn, y) + 1
2λn

d2(vn, y)},

zn = argmin
y∈C

{f(wn, y) +
1

2λn
d2(vn, y)},

yn = αnzn ⊕ βnTzn ⊕ γnT
2zn,

xn+1 = δnu⊕ (1− δn)yn,

(3.1)

Where, 0 < α ≤ λn ≤ β < min{ 1
2c1

, 1
2c2

}, {αn}, {βn}, {γn} ⊂ [a, b] ⊂ (0, 1) with αn+βn+ γn = 1,
δn ∈ (0, 1), lim

n→∞
δn = 0,

∑∞
n=0 δn = ∞, {σi

n} ⊂ (0,∞) and lim inf
n→∞

σi
n > 0, for i = 1, 2, . . . , N .

Lemma 3.1. If {vn}, {wn}, {zn} be sequences defined in algorithm (3.1) and x∗ ∈ A(T )∩EP (f, C)∩⋂N
i=1A

−1
i (0), then

(i) d2(zn, x
∗) ≤ d2(vn, x

∗)− (1− 2c1λn)d
2(vn, wn)− (1− 2c2λn)d

2(wn, zn).
(ii) f(wn, zn) ≤ 1

2λn
{d2(vn, x∗)− d2(vn, zn)− d2(zn, x

∗)}
(iii) ( 1

2λn
− c1)d

2(vn, wn) + ( 1
2λn

− c2)d
2(wn, zn)− 1

2λn
d2(vn, zn) ≤ f(wn, zn).

Proof. The proof is similar to the proof of Lemma 3.1 in [27]. □

Theorem 3.2. Let (X,d) be a hyperbolic space satisfying the S property and Q4 condition, and C be a
nonempty, convex and closed subset of X. Let T : C −→ C be a further 2-generalized hybrid mapping,
f : X × X → R be a bifunction satisfying condition B1, B2, B3 and B4. Let Ai : X −→ 2X

∗
,

i=1,2,. . . ,N be N multi-valued monotone operators satisfying the range condition. If Ω = A(T ) ∩
EP (f, C)∩

⋂N
i=1A

−1
i (0) ̸= ∅. Then the sequence {xn} generated by algorithm (3.1) converges strongly

to x∗ = PΩ(u).

Proof. From Lemma 2.14, Remark 2.20 and Lemma 2.16, it follows that Ω = A(T ) ∩ EP (f, C) ∩⋂N
i=1A

−1
i (0) is closed and convex, and so x∗ = PΩ(u) is well defined.

Let x∗ = PΩ(u) ∈ Ω. From nonexpansivity of JAi

σi
n

, we have

d(vn, x
∗) = d(JAN

σN
n

◦ JAN−1

σN−1
n

◦ · · · ◦ JA1

σ1
n
xn, x

∗)

≤ d(J
AN−1

σN−1
n

◦ · · · ◦ JA1

σ1
n
xn, x

∗)

...

≤ d(JA1

σ1
n
xn, x

∗)

≤ d(xn, x
∗) (3.2)

Using Lemma 3.1(i), we have

d(zn, x
∗) ≤ d(vn, x

∗) ≤ d(xn, x
∗) (3.3)
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Again, using Lemma 2.9 (i) and (3.3), we have

d(yn, x
∗) = d(αnzn ⊕ βnTzn ⊕ γnT

2zn, x
∗)

≤ αnd(zn, x
∗) + βnd(Tzn, x

∗) + γnd(T
2zn, x

∗)

≤ αnd(zn, x
∗) + βnd(zn, x

∗) + γnd(zn, x
∗)

= d(zn, x
∗)

≤ d(xn, x
∗). (3.4)

Also using (3.4),

d(xn+1, x
∗) = d(δnu⊕ (1− δn)yn, x

∗)

≤ δnd(u, x
∗) + (1− δn)d(yn, x

∗)

≤ δnd(u, x
∗) + (1− δn)d(xn, x

∗)

≤ max{d(u, x∗), d(xn, x∗)}
≤ max{d(u, x∗),max{d(u, x∗), d(xn−1, x

∗)}}
= max{d(u, x∗), d(xn−1, x

∗)}
≤ max{d(u, x∗),max{d(u, x∗), d(xn−2, x

∗)}}
= max{d(u, x∗, d(xn−2, x

∗)}
...

≤ max{d(u, x∗), d(x1, x∗)}

This implies that the sequence {d(xn, x∗)} is bounded and consequently {xn}, {Tnxn}, {vn}, {zn} and
{yn} are bounded.

Now, from the scheme (3.1), (3.3) and Lemma 2.11, we have

d2(yn, x
∗) = d2(αnzn ⊕ βnTzn ⊕ γnT

2zn, x
∗)

≤ αnd
2(zn, x

∗) + βnd
2(Tzn, x

∗) + γnd
2(T 2zn, x

∗)− αnβnd
2(zn, T zn)

≤ αnd
2(zn, x

∗) + βnd
2(zn, x

∗) + γnd
2(zn, x

∗)− αnβnd
2(zn, T zn)

= d2(zn, x
∗)− αnβnd

2(zn, T zn)

≤ d2(xn, x
∗)− αnβnd

2(zn, T zn).

Thus,

d2(yn, x
∗) ≤ d2(xn, x

∗)− αnβnd
2(zn, T zn). (3.5)

Similarly,

d2(yn, x
∗) ≤ d2(xn, x

∗)− αnγnd
2(zn, T

2zn). (3.6)

On the other hand, using (3.5) and Lemma 2.9 (iv), we have

d2(xn+1, x
∗) = d2(δnu⊕ (1− δn)yn, x

∗)

≤ δnd
2(u, x∗) + (1− δn)d

2(yn, x
∗)− δn(1− δn)d

2(u, yn)

≤ δnd
2(u, x∗) + (1− δn)[d

2(xn, x
∗)− αnβnd

2(zn, T zn)]− δn(1− δn)d
2(u, yn)

= (1− δn)d
2(xn, x

∗) + δn[d
2(u, x∗)− (1− δn)d

2(u, yn)−
αnβn
δn

(1− δn)

d2(zn, T zn)].
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Now we show that d2(xn, x∗) → 0. To do this using Lemma 2.17, it is sufficient to show that:

lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

)− (1− δnk
)αnk

βnk

δnk

d2(znk
, T znk

)) ≤ 0,

for every subsequence {d2(xnk
, x∗)} of {d2(xn, x∗)} that satisfies,

lim inf
k→∞

(d2(xnk+1
, x∗)− d2(xnk

, x∗)) ≥ 0. (3.7)

Now, suppose {d2(xnk
, x∗)} is a subsequence of {d2(xn, x∗)} that satisfies (3.7). Then we have,

0 ≤ lim inf
k→∞

(d2(xnk+1
, x∗)− d2(xnk

, x∗))

≤ lim inf
k→∞

(δnk
d2(u, x∗) + (1− δnk

)d2(ynk
, x∗)

−δnk
(1− δnk

)d2(u, ynk
)− d2(xnk

, x∗))

≤ lim inf
k→∞

(δnk
d2(u, x∗) + (1− δnk

)d2(ynk
, x∗)− d2(xnk

, x∗))

≤ lim inf
k→∞

[δnk
(d2(u, x∗)− d2(ynk

, x∗)) + d2(ynk
, x∗)− d2(xnk

, x∗)]

≤ lim sup
k→∞

(δnk
d2(u, x∗)− d2(ynk

, x∗)) + lim inf
k→∞

(d2(ynk
, x∗)− d2(xnk

, x∗))

= lim inf
k→∞

(d2(ynk
, x∗)− d2(xnk

, x∗))

≤ lim sup
k→∞

(d2(ynk
, x∗)− d2(xnk

, x∗))

≤ 0.

In conclusion, lim
k→∞

(d2(ynk
, x∗)− d2(xnk

, x∗)) = 0. Since {ynk
} is bounded, then there exists a subse-

quence {ynkϵ
} of {ynk

} such that ∆− lim
ϵ→∞

ynkϵ
= p ∈ C, therefore we have

lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

)− (1− δnk
)αnk

βnk

δnk

d2(znk
, T znk

))

≤ lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

) + αnk
βnk

d2(znk
, T znk

))

= lim
ϵ→∞

(d2(u, x∗)− (1− δnkϵ
)d2(u, ynkϵ

) + αnkϵ
βnkϵ

d2(znkϵ
, T znkϵ

))

Since d2(u, .) is ∆-lower semicontinuous, we have

lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

)− (1− δnk
)αnk

βnk

δnk

d2(znk
, T znk

))

≤ lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

) + αnk
βnk

d2(znk
, T znk

))

= lim
ϵ→∞

(d2(u, x∗)− (1− δnkϵ
)d2(u, ynkϵ

) + αnkϵ
βnkϵ

d2(znkϵ
, T znkϵ

))

≤ d2(u, x∗)− d2(u, p) (3.8)

Hence, it now remains to prove that
d(u, x∗) ≤ d(u, p).

Now, from the boundedness of {zn}, there exists a subsequence {znk
} of {zn} such that ∆− lim

k→∞
znk

=

p. Thus, from (3.5) and (3.6), we have that

αnk
βnk

d2(znk
, T znk

) ≤ −(d2(ynk
, x∗)− d2(xnk

, x∗))

and
αnk

γnk
d2(znk

, T 2znk
) ≤ −(d2(ynk

, x∗)− d2(xnk
, x∗))



APPROXIMATION OF SOLUTIONS OF NONLINEAR PROBLEMS 79

which implies that αnk
βnk

d2(znk
, T znk

) → 0
and αnk

γnk
d2(znk

, T 2znk
) → 0 as k → ∞.

So, αnk
, βnk

, γnk
∈ [a, b] ⊂ (0, 1), αnk

βnk
d2(znk

, T znk
) → 0

and αnk
γnk

d2(znk
, T 2znk

) → 0 as k → ∞ imlies that

lim
k→∞

d(znk
, T znk

) = 0 and lim
k→∞

d(znk
, T 2znk

) = 0 (3.9)

Then by Lemma 2.18, we have that p ∈ A(T ).
Let U1

n = JA1

σ1
n
xn, U2

n = JA2

σ2
n
U1
n,. . . , UN−1

n = J
AN−1

σN−1
n

UN−2
n ,

Un = UN
n = JAN

σN
n
UN−1
n , U0

n = xn.Thus vn = Un. Therefore, (3.3) gives

d2(Un, x
∗)− d2(xn, x

∗) ≤ 0

Hence,

lim sup
n→∞

(d2(Un, x
∗)− d2(xn, x

∗)) ≤ 0 (3.10)

Now, from (3.1) and (3.3)

d(yn, x
∗) = d(αnzn ⊕ βnTzn ⊕ γnT

2zn, x
∗)

≤ αnd(zn, x
∗) + βnd(Tzn, x

∗) + γnd(T
2zn, x

∗)

≤ αnd(zn, x
∗) + βnd(zn, x

∗) + γnd(zn, x
∗)

= d(zn, x
∗)

≤ d(vn, x
∗). (3.11)

(3.1) and (3.11) gives,

d2(xn+1, x
∗) = d2(δnu⊕ (1− δn)yn, x

∗)

≤ δnd
2(u, x∗) + (1− δn)d

2(yn, x
∗)− δn(1− δn)d

2(u, yn)

≤ δnd
2(u, x∗)− δnd

2(yn, x
∗)− δn(1− δn)d

2(yn, u) + d2(yn, x
∗)

≤ δnd
2(u, x∗)− δnd

2(yn, x
∗)− δn(1− δn)d

2(yn, u) + d2(vn, x
∗).

Therefore,

d2(xnk+1, x
∗)− d2(xnk

, x∗) ≤ δnk
(d2(u, x∗)− d2(ynk

, x∗)− (1− δnk
)d2(ynk

, u))

+d2(vnk
, x∗)− d2(xnk

, x∗). (3.12)

Since lim
k→∞

δnk
= 0, then by using (3.7) and (3.12), we have

0 ≤ lim inf
k→∞

(d2(Unk
, x∗)− d2(xnk

, x∗)). (3.13)

Using (3.10) and (3.13) we get,

lim
k→∞

(d2(Unk
, x∗)− d2(xnk

, x∗)) = 0. (3.14)
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By applying (2.1), we obtain

d2(Unk
, x∗) ≤ d2(UN−1

nk
, x∗)− d2(UN−1

nk
, Unk

)

≤ d2(UN−2
nk

, x∗)− d2(UN−2
nk

, UN−1
nk

)− d2(UN−1
nk

, Unk
)

≤ d2(UN−3
nk

, x∗)− d2(UN−3
nk

, UN−2
nk

)− d2(UN−2
nk

, UN−1
nk

)

−d2(UN−1
nk

, Unk
)

...

≤ d2(xnk
, x∗)− d2(U1

nk
, xnk

)− d2(U2
nk
, U1

nk
)− . . .

−d2(UN
nk
, UN−1

nk
). (3.15)

From (3.15) we have,

0 ≤ d2(U1
nk
, x∗) ≤ d2(xnk

, x∗)− d2(Unk
, x∗).

Using (3.14), we have
lim
k→∞

d2(U1
nk
, xnk

) = 0. (3.16)

Similarly, we have,

lim
k→∞

d2(U2
nk
, U1

nk
) = lim

k→∞
d2(U3

nk
, U2

nk
) = . . . = lim

k→∞
d2(Unk

, UN−1
nk

) = 0. (3.17)

It follows from (3.16) and (3.17) that

lim
k→∞

d(U2
nk
, xnk

) ≤ lim
k→∞

(d(U2
nk
, U1

nk
) + lim

k→∞
d(U1

nk
, xnk

)) = 0.

Hence,
lim
k→∞

d(U2
nk
, xnk

) = 0.

Consequently, we have

lim
k→∞

d(U3
nk
, xnk

) = lim
k→∞

d(U4
nk
, xnk

) = . . . = lim
k→∞

d(UN
nk
, xnk

) = 0. (3.18)

Now,
lim
k→∞

d(JA1

σ1
nk

xnk
, xnk

) = lim
k→∞

d(U1
nk
, xnk

) = 0.

Also, from nonexpansivity of JAi
σnk

and (3.18), we have

d(JA2

σ2
nk

xnk
, xnk

) ≤ d(JA2

σ2
nk

xnk
, JA2

σ2
nk

U1
nk
) + d(JA2

σ2
nk

U1
nk
, xnk

)

≤ d(xnk
, U1

nk
) + d(U2

nk
, xnk

) → 0 as k → ∞.

Therefore, lim
k→∞

d(JA2

σ2
nk

xnk
, xnk

) = 0.

Again,

d(JA3

σ3
nk

xnk
, xnk

) ≤ d(JA3

σ3
nk

xnk
, JA3

σ3
nk

U2
nk
) + d(JA3

σ3
nk

U2
nk
, xnk

)

≤ d(xnk
, U2

nk
) + d(U3

nk
, xnk

) → 0 as k → ∞.

Hence lim
k→∞

d(JA3

σ3
nk

xnk
, xnk

) = 0.

So continuing in this fashion, we obtain

lim
k→∞

d(JA4

σ4
nk

xnk
, xnk

) = lim
k→∞

d(JA5

σ5
nk

xnk
, xnk

) = . . . = lim
k→∞

d(JAN

σN
nk

xnk
, xnk

) = 0.

Hence,
d(JAi

σ xnk
, xnk

) → 0 as k → ∞, ∀i = 1, 2, 3, . . . , N. (3.19)
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Let {xnkϵ
} be a subsequence of {xnk

} such that ∆− lim
ϵ→∞

xnkϵ
= p. By Lemma 2.15, (3.19) and theorem

2.19 (i), we get p ∈ A−1
i (0). So, p ∈

⋂N
i=1A

−1
i (0). Since lim inf

n→∞
(1 − 2ciλn) > 0 for i=1,2, and using

Lemma 3.1 (i), we have

lim
k→∞

d2(vnk
, wnk

) = lim
k→∞

d2(wnk
, znk

) = lim
k→∞

d2(vnk
, znk

) = 0. (3.20)

Using Lemma 3.1(ii),(iii), and (3.20), we have

lim
k→∞

f(wnk
, znk

) = 0. (3.21)

Now assume that t = ηzn ⊕ (1− η)y, where 0 < η < 1 and y ∈ C, then by condition B1 we have,

f(wn, zn) +
1

2λn
d2(vn, zn) ≤ f(wn, t) +

1

2λn
d2(vn, t)

= f(wn, ηzn ⊕ (1− η)y) +
1

2λn
d2(vn, ηzn ⊕ (1− η)y)

≤ ηf(wn, zn) + (1− η)f(wn, y)

+
1

2λn
[ηd2(vn, zn) + (1− η)d2(vn, y)− η(1− η)d2(zn, y)].

Therefore,

(1− η)f(wn, zn) − (1− η)f(wn, y) ≤
1

2λn
[(1− η)d2(vn, y)

− (1− η)d2(vn, zn)− η(1− η)d2(zn, y)].

So,

f(wn, zn)− f(wn, y) ≤
1

2λn
[d2(vn, y)− d2(vn, zn)− ηd2(zn, y)].

Now, if η → 1−, we obtain
1

2λn
[d2(vn, zn) + d2(zn, y)− d2(vn, y)] ≤ f(wn, y)− f(wn, zn).

Assume d(vn, zn) ≥ 1. It can easily be seen that

−1

2λn
d(vn, zn)[d(zn, y) + d(vn, y)] ≤ f(wn, y)− f(wn, zn). (3.22)

Now replacing n with nkϵ in (3.22), taking limsup and using (3.20) and (3.21), since ∆− lim
ϵ→∞

wnkϵ
= p,

then using B2 we have
0 ≤ lim sup

ϵ→0
f(wnkϵ

, y) ≤ f(p, y), ∀y ∈ C.

Therefore p ∈ EP (f, C). Hence p ∈ Ω = A(T ) ∩ EP (f, C) ∩
⋂N

i=1A
−1
i (0).

Since x∗ = PΩu, we have
d(u, x∗) ≤ d(u, p).

Using (3.8), we get

lim sup
k→∞

(d2(u, x∗)− (1− δnk
)d2(u, ynk

)− (1− δnk
)αnk

βnk

δnk

d2(xnk
, Txnk

)) ≤ 0.

Thus, using Lemma 2.17, we get xn → x∗. This completes the proof. □

Since the identity map I : C −→ C defined by Ix = x is a further 2-generalized hybrid mapping
with α1 = 1, β3 = −1, and α1 = α3 = β1 = β2 = ϵ1 = ϵ2 = 0 in definition 1.7, then If we set T = I
in (3.1), it reduces to the result of Moharami and Eskandani [27].
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Corollary 3.3. Let (X,d) be a hyperbolic space satisfying the S property and Q4 condition. Let C be
a nonempty, convex and closed subset of X. Let f be a bifunction satisfying condition B1, B2, B3 and
B4. Let Ai : X −→ 2X

∗
, i = 1, 2, 3 . . . N be N multi-valued monotone operators that satisfy the range

condition. If Ω = A(T ) ∩ EP (f, C) ∩
⋂N

i=1A
−1
i (0) ̸= ∅. Then the sequence {xn} generated by

vn = JAN

σN
n

◦ JAN−1

σN−1
n

◦ · · · ◦ JA1

σ1
n
xn,

wn = argmin
y∈C

{f(vn, y) + 1
2λn

d2(vn, y)},

zn = argmin
y∈C

{f(wn, y) +
1

2λn
d2(vn, y)},

xn+1 = δnu⊕ (1− δn)zn,

(3.23)

converges strongly to x∗ = PΩ(u).

Corollary 3.4. Let (X,d) be a hyperbolic space satisfying the S property and Q4 condition. Let C be a
nonempty, convex and closed subset of X and T : C −→ C be a further generalized hybrid mapping.
Let f be a bifunction satisfying condition B1, B2, B3 and B4. Let Ai : X −→ 2X

∗
, i = 1, 2, 3 . . . N

be N multi-valued monotone operators that satisfy the range condition. If Ω = A(T ) ∩ EP (f, C) ∩⋂N
i=1A

−1
i (0) ̸= ∅. Then the sequence {xn} generated by algorithm (3.1) converges strongly to x∗ =

PΩ(u).

Proof. Since a furthet 2-generalized hybrid mapping reduces to a further generalized hybrid mapping if
α1 = β1 = ϵ2 = 0. It follows from theorem 3.4 that the sequence {xn} converges strongly to x∗ = PΩu.
This completes the proof. □

Corollary 3.5. Let (X,d) be a hyperbolic space satisfying the S property and Q4 condition. Let C be
a nonempty, convex and closed subset of X and T : C −→ C be a normally 2-generalized hybrid
mapping. Let f be a bifunction satisfying condition B1, B2, B3andB4. Let A1, A2, . . . , AN : X −→ 2X

∗

be N multi-valued monotone operators that satisfy the range condition. If Ω = A(T ) ∩ EP (f, C) ∩⋂N
i=1A

−1
i (0) ̸= ∅. Then the sequence {xn} generated by algorithm (3.1) converges strongly to x∗ =

PΩ(u).

Proof. Since if ϵ1 = ϵ2 = 0, a further 2-generalized hybrid mapping is reduced to a normally 2-
generalized hybrid mapping, then from theorem 3.4, we see that {xn} converges strongly to z =
PΩu. □

4. NUMERICAL EXAMPLE

In this section, we provide a numerical example to validate our obtained results in a hyperbolic space.

Example 4.1. Let X = R with the usual metric and C = [−7, 7]. Then R is a hyperbolic space satisfy-
ing the S property and the Q4 condition, and C is a nonempty, closed and convex subset of X = R.

Now, we define f : R×R −→ R by f(x, y) = y2+6xy−7x2. It is very easy to see that 0 ∈ EP (f, C)
and f satisfies conditions B1 and B2. Also, f satisfies condition B3 with c1 = c2 = 3, and also satisfies
condition B4.
Indeed, for B3, let x, y, z ∈ X = R,

f(x, y) + f(y, z) = y2 + 6xy − 7x2 + z2 + 6yz − 7y2

= z2 + 6xy − 7x2 + 6yz − 6y2

= f(x, z)− 6xz + 6xy + 6yz − 6y2

= f(x, z)− 3(y − x)2 − 3(z − y)2 + 3(z − x)2

= f(x, z)− 3d2(x, y)− 3d2(y, z)
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For B4, Let x, y ∈ X = R and f(x, y) ≥ 0. We show f(y, x) = x2 + 6xy − 7y2 ≤ 0.
Now

f(x, y) ≥ 0 =⇒ y2 + 6xy − 7x2 ≥ 0

=⇒ −y2 − 6xy + 7x2 ≤ 0

=⇒ x2 + 6xy − 7y2 ≤ −6y2 − 6x2 + 12xy

=⇒ x2 + 6xy − 7y2 ≤ −6(x− y)2 ≤ 0

=⇒ f(y, x) ≤ 0.

Also, for N=2, i.e.; i=1,2, we define Ai : R −→ R by A1(x) = 3x and A2(x) = 5x.
A1 and A2 are monotone operators.
Indeed, for x, y ∈ R,

(A1(x)−A1(y))(x− y) = (3x− 3y)(x− y) = 3(x− y)2 ≥ 0

and
(A2(x)−A2(y))(x− y) = (5x− 5y)(x− y) = 5(x− y)2 ≥ 0

Now,

JA1

σ1
n
= y ⇔ 1

σ1
n

(x− y) ∈ A1y

⇔ (x− y) ∈ σ1
nA1y

⇔ x ∈ σ1
nA1y + y

⇔ (I + σ1
nA1)y = x

⇔ y + 3σ1
ny = x

⇔ y =
x

1 + 3σ1
n

i.e., JA1

σ1
n
(x) = x

1+3σ1
n

Similarly, JA2

σ2
n
(x) = x

1+3σ1
n

Thus,

JA2

σ2
n
(JA1

σ1
n
(x) = JA2

σ2
n
(

x

1 + 3σ1
n

=

x
1+3σ1

n

1 + 5σ2
n

=
x

(1 + 3σ1
n)(1 + 5σ2

n)

Define also a map T : C −→ C by Tx = x
3 .Then T is further 2-generalized hybrid mapping with

α2 = 3, β3 = −2, α1 = α3 = β1 = β2 = ϵ1 = ϵ2 = 0 and A(T ) = {0}. Indeed, let x, y ∈ C = [−7, 7],
for α2 = 3, β3 = −2, α1 = α3 = β1 = β2 = ϵ1 = ϵ2 = 0, we have

(i)
∑3

i=1(αi + βi) = 3− 2 = 1 > 0

(ii)
∑3

i=1 αi = 3 > 0, and
(iii) α1d

2(T 2x, Ty)+α2d
2(Tx, Ty)+α3d

2(x, Ty)+ β1d
2(T 2x, y)+ β2d

2(Tx, y)+ β3d
2(x, y)+

ϵ1d
2(x, T 2x) + ϵ2d

2(x, Tx) =
3|x3 − y

3 |
2 − 2|x− y|2 ≤ 0

Again, for z = 0 ∈ [−7, 7], we have
|z − Tx| = |0− x

3 | ≤ |0− x| = |z − x| and for z ̸= 0 ∈ [−7, 7], we have
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|z − Tx| = |z − x
3 | = |3z − x| ≰ |z − x|.

Therefore, 0 is the only attractive point of the map T .

Thus our proposed algorithm (3.1) takes the following form;

vn = x
(1+3σ1

n)(1+5σ2
n)
,

wn = (1−6λn)
(2λn+1)vn,

zn = vn−6λnwn
(2λn+1) ,

yn = αnzn ⊕ βnTzn ⊕ γnT
2zn,

xn+1 = δnu⊕ (1− δn)yn,

(4.1)

Set λn = 1
n+7 , δn = 1

n and αn = βn = γn = 1
3 ,∀n ∈ N. It can be observed that all assumptions of

Theorem 3.2 are clearly satisfied. Let {xn} be a sequence generated by algorithm (4.1).

Case 1: x1 =0.05; u=-8.5; σ1
n = σ2

n=0.005;

Case 2: x1 =-0.05; u=4.0; σ1
n = σ2

n=0.001.

FIGURE 1. The graph of sequence {xn} generated by algorithm (4.1) versus number of
iterations (Case 1).

5. CONCLUSION

Our result improve the results of Quoc et al [28], Moharami and Eskandani [27] and Ali and Yusuf [2]
in the following sense

(i) From weak convergence in [28] to strong convergence and extending the result from equilibrium
problem to attractive point, zero and equilibrium problems.

(ii) Approximate solutions of attractive point, zero and equilibrium problems against solution of
equilibrium and zero problems in [27]

(iii) Finds common element in the solution set of attractive point, equilibrium and zero problem
unlike in [2] where they find an attractive point of a further 2-generalized hybrid mapping only.
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FIGURE 2. The graph of sequence {xn} generated by algorithm (4.1) versus number of
iterations (Case 2).
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