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Abstract. A forward-reflected-backward splitting method of Malitsky-Tam with two-step inertial ex-
trapolation and self-adaptive step sizes is proposed to solve variational inequalities in quasi-monotone
setting. Our method features one projection onto the feasible set and one functional evaluation at each
iteration. A two-step inertial extrapolation is added to further improve on the convergence speed of the
proposed method and self-adaptive step sizes are used in order to reduce computational complexity of
our method. Weak convergence analysis are obtained under some easy to verify conditions on the iter-
ative parameters in Hilbert spaces. Preliminary numerical tests are performed to support the theoretical
analysis and show the superiority of our method over recent related methods in the literature.
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1. Introduction

Throughout this paper, we assume that H is a real Hilbert space with inner product ⟨., .⟩ and induced
norm ∥.∥. Suppose C is a nonempty, closed and convex subset of H . Given a continuous operator
A : H → H , the Variational Inequality Problem ((VIP) for short) is defined as:

Find x∗ ∈ C such that ⟨Ax∗, z − x∗⟩ ≥ 0 ∀z ∈ C. (1.1)

It has been shown in [1, 2, 11, 13, 17, 18, 28, 37], for example, that problems arising from economics, en-
gineering mechanics, mathematical programming, transportation, and other applied sciences, can be
converted to VIP (1.1). Let S represent the set of solutions to VIP (1.1).

Several projection-type iterative methods have been proposed to solve VIP (1.1) in the literature.
One of the popular methods is the extragradient method [19]: x1 ∈ C , γn ∈ (0, 1

L) and L > 0,{
yn = PC(xn − γnAxn)

xn+1 = PC(xn − γnAyn), n ≥ 1,
(1.2)

where A is (pseudo)-monotone and Lipschitz continuous in Hilbert spaces. Several versions of (1.2)
have been studied in the literature (see, e.g., [3, 14, 29, 43, 47]). The extragradient method (1.2) is com-
putationally expensive especially in cases where PC does not have a closed-form solution and A has
complex evaluation (like in problems arising from optimal control theory).
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The iterative method: x1, y1 ∈ C and γn ∈ (0, 1
3L ],{

xn+1 = PC(xn − γnAyn)

yn+1 = PC(xn+1 − γnAyn), n ≥ 1,
(1.3)

was proposed by Popov [33] and weak convergence results were obtained whenA is (pseudo)-monotone
and Lipschitz continuous in Hilbert spaces (see, e.g., [12, 27]). The method (1.3) is computationally
cheaper than the extragradient method (1.2) because (1.3) requires one (rather than two) functional
evaluation of A at each iteration. However, (1.3) involves two PC per iteration.

The subgradient extragradient method [4]: x1 ∈ H, γn ∈ (0, 1
L) and L > 0,

yn = PC(xn − γnAxn)

Tn := {w ∈ H : ⟨xn − γnAxn − yn, w − yn⟩ ≤ 0},
xn+1 = PTn(xn − γnAyn), n ≥ 1,

(1.4)

was proposed by Censor et al. [4], which features two functional evaluation of A, one projection onto C
and one projection onto half-space at each iteration. Weak convergence results of (1.4) were obtained
when A is (pseudo)-monotone and Lipchitz continuous (see, e.g., [5, 6, 20, 36, 50]).

The forward-backward-forward method [45] is given as: x1 ∈ H , γn ∈ (0, 1
L) and L > 0,{

yn = PC(xn − γnAxn)

xn+1 = yn + γn (Axn −Ayn) , n ≥ 1.
(1.5)

The method converges weakly and it has only one projection PC and but two functional evaluations of
A at each iteration.

Inertial versions of the above-mentioned methods (1.2)-(1.5) with one-step inertial extrapolation wn =
xn + θ(xn − xn−1), θ ∈ [0, 1) have also been investigated in the literature and convergence results
were obtained under the assumption that A is (pseudo)-monotone and Lipschitz continuous (see, for
example, [7, 10, 35, 40–42, 44]).

Related works. In [24], Malitsky introduced the projected reflected gradient method: x1, y1 ∈ H ,
γn ∈ (0,

√
2−1
L ) and L > 0, {

xn+1 = PC(xn − γnAyn)
yn+1 = 2xn+1 − xn, n ≥ 1,

(1.6)

and gave weak convergence results for solving VIP (1.1) in real Hilbert spaces with A being monotone
and Lipschitz continuous. It can be seen that method (1.6) involves only one PC and one functional
evaluation of A at each iteration unlike the methods (1.2)-(1.5). Numerical tests in [24] showed that
method (1.6) is more efficient and outperforms methods (1.2)-(1.5). Several modifications of the pro-
jected reflected gradient method (1.6) with the extrapolation wn = xn + θ(xn − xn−1), θ ≥ 0 have
been studied in [23, 26, 39, 51] when A is monotone and Lipschitz continuous.

In [26], a forward-reflected-backward splitting method was studied. We give the VIP setting as (see [26,
Algorithm 3.1]): x0, x1 ∈ H , γ0, γ1 > 0, δ ∈ (0, 1), σ ∈ (0, 1) and ρ ∈ {1, σ−1};

xn+1 = PC(xn − γnAxn − γn−1(Axn −Axn−1)), n ≥ 1, (1.7)
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where γn = ργn−1σ
i with i being the smallest nonnegative integer satisfying

γn∥Axn+1 −Axn∥ ≤
δ

2
∥xn+1 − xn∥.

Weak convergence of (1.7) and its one-step inertial extrapolation wn = xn + θ(xn − xn−1), θ ∈ [0, 1)
with constant step sizes (see [26, Section 4]) was obtained in [26] when A is monotone and Lipschitz
continuous, and it is noticed that (1.7) requires only one PC and one functional evaluation of A per
iteration.

At this point, we want to point out that very few projection-type methods for solving VIP (1.1) when
A is quasi-monotone (which is weaker than the pseudo-monotonicity or monotonicity assumption)
are available in the literature. This is partly due to the fact that the arguments for the convergence
analysis of these projection-type methods when A is monotone or pseudo-monotone cannot be carried
over when A is quasi-monotone. For example, if A is quasi-monotone in VIP (1.1), then weak or Minty
formulation of VIP (1.1) is not equivalent to VIP (1.1).

Recently, Liu and Yang [22] proved that the forward-backward-forward method (1.5) converges
weakly to a solution of VIP (1.1) when A is quasi-monotone, Lipschitz continuous and sequentially
weakly continuous in an infinite dimensional Hilbert space. They also pointed out that their weak
convergence result holds for the extragradient method (1.2) (see also [34]) and the subgradient extra-
gradient method (1.4) with the inherent drawbacks of these methods enumerated above in (1.2)-(1.5).

Quite recently, Wang et al. [48] obtained weak convergence results of a projection and contraction
method with one-step inertial extrapolation wn = xn + θ(xn− xn−1), θ ∈ [0, 1) and Barzilai-Borwein
step size strategy to solve VIP (1.1) when A is quasi-monotone and Lipschitz continuous in Hilbert
spaces. However, the proposed method in [48] involves computations of two projections onto the fea-
sible set C and two evaluations of A.

It was shown in [32, Section 4] by example that one-step inertial extrapolation wn = xn + θ(xn −
xn−1), θ ∈ [0, 1) may fail to provide acceleration. It was remarked in [21, Chapter 4] that the use
of inertia of more than two points xn, xn−1 could provide acceleration. For example, the following
two-step inertial extrapolation

yn = xn + θ(xn − xn−1) + δ(xn−1 − xn−2) (1.8)
with θ > 0 and δ < 0 can provide acceleration. The failure of one-step inertial acceleration of ADMM
was also discussed in [31, Section 3] and adaptive acceleration for ADMM was proposed instead.
Polyak [30] also discussed that the multi-step inertial methods can boost the speed of optimization
methods even though neither the convergence nor the rate result of such multi-step inertial methods
was established in [30]. Some results on multi-step inertial methods have recently been studied in [8,9].

Our contributions. Motivated by [26], our aim in this paper is to propose a forward-reflected-backward
splitting method with one evaluation of A, one computation of PC , two-step inertial extrapolation and
self-adaptive step sizes to solve VIP (1.1) when A is quasi-monotone. Our proposed method has the
following features:

• our method involves one projection onto feasible set C per iteration;
• one evaluation of A is only needed at each iteration;
• two-step inertial extrapolation is incorporated in our proposed method to speed up the itera-

tions;
• self-adaptive step sizes are adopted in our proposed method.
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In comparisons with the methods proposed in [22, 38, 48, 49, 53], our contributions in this paper are:
• we propose a two-step inertial forward-reflected-backward splitting method to solve VIP (1.1)

and we give weak convergence results when A is quasi-monotone and Lipschitz continuous
in real Hilbert spaces. Our proposed method is simple and does not require neither further
evaluations of A nor further projections as compared with the methods in [22, 48]. Also, our
method does not involve the projection onto intersection of the feasible set C and n + 1 half
spaces as done in [38, 49, 53];
• our proposed method is applicable in situations where A is pseudo-monotone and Lipchitz con-

tinuous. Therefore, our method overcomes the deficiency in the one-step inertial extragradient
method studied in [40], subgradient extragradient method in [6, 52] and one-step inertial sub-
gradient extragradient method in [7, 10, 36, 44, 50] for both monotone and pseudo-monotone
cases of VIP (1.1);
• we give numerical computations of our proposed method and compare with the methods in

[22, 25, 26, 46, 48]. Our preliminary computational results show that our proposed method is
efficient and converges faster (in terms of CPU time and number of iterations) than the methods
in [22, 25, 26, 46, 48].

Outline. The paper is arranged as follows: In Section 2, we give some basic definitions and results
needed in our analysis while in Section 3, we introduce our proposed method. Weak convergence
analysis of our method is presented in Section 4 and numerical tests are performed in Section 5. Finally,
we give concluding remarks in Section 6.

2. Preliminaries

An operator A : H → H is
(i) Lipschitz continuous with constant L, if there exists L > 0 such that

∥Ax−Ay∥ ≤ L∥x− y∥ ∀x, y ∈ H,

(ii) monotone, if 〈
Ax−Ay, x− y

〉
≥ 0 ∀x, y ∈ H,

(iii) pseudo-monotone, if
⟨Ay, x− y⟩ ≥ 0 =⇒ ⟨Ax, x− y⟩ ≥ 0 ∀x, y ∈ H,

(iv) quasi-monotone, if
⟨Ay, x− y⟩ > 0 =⇒ ⟨Ax, x− y⟩ ≥ 0 ∀x, y ∈ H,

(v) sequentially weakly-strongly continuous, if for every sequence {xn} that converges weakly to a
point x, the sequence {Axn} converges strongly to Ax,

(vi) sequentially weakly continuous, if for every sequence {xn} that converges weakly to a point x,
the sequence {Axn} converges weakly to Ax.

Clearly, (ii) =⇒ (iii) =⇒ (iv) but the converses may fail.
Let SD be the solution set of the following Minty formulation of VIP (1.1):

Find x∗ ∈ C such that ⟨Az, z − x∗⟩ ≥ 0 ∀z ∈ C. (2.1)
Then, SD is a closed and convex subset of C , and since C is convex and A is continuous, we have that
SD ⊂ S.

SD is nonempty when the following situations arise.

Lemma 2.1. (see [53]) Suppose either



TWO-STEP INERTIAL FORWARD-REFLECTED-BACKWARD METHOD 105

(i) A is pseudo-monotone on C and S ̸= ∅,
(ii) A is the gradient of G, where G is a differential quasi-convex function on an open set K ⊃ C and

attains its global minimum on C,
(iii) A is quasi-monotone on C, A ̸= 0 on C and C is bounded,
(iv) A is quasi-monotone on C , A ̸= 0 on C and there exists a positive number r such that, for every

x ∈ C with ∥x∥ ≥ r, there exists y ∈ C such that ∥y∥ ≤ r and ⟨Ax, y − x⟩ ≤ 0,
(v) A is quasi-monotone on C, int C is nonempty and there exists z ∈ S such that Az ̸= 0.

Then, SD is nonempty.

The metric projection, denoted by PC , is a mapping defined on H onto C which assigns to each
v ∈ H , the unique point in C , denoted by PCv such that

∥v − PCv∥ = inf{∥v − y∥ : y ∈ C}.

It is well known that PC is characterized by the inequality

⟨v − PCv, y − PCv⟩ ≤ 0, ∀y ∈ C. (2.2)

Lemma 2.2. The following identities hold for all u, v ∈ H :

2⟨u, v⟩ = ∥u∥2 + ∥v∥2 − ∥u− v∥2 = ∥u+ v∥2 − ∥u∥2 − ∥v∥2.

Lemma 2.3. Let x, y, z ∈ H and a, b ∈ R. Then

∥(1 + a)x− (a− b)y − bz∥2 = (1 + a)∥x∥2 − (a− b)∥y∥2 − b∥z∥2 + (1 + a)(a− b)∥x− y∥2

+b(1 + a)∥x− z∥2 − b(a− b)∥y − z∥2.

Proof.

∥(1 + a)x− (a− b)y − bz∥2 = ⟨(1 + a)x− (a− b)y − bz, (1 + a)x− (a− b)y − bz⟩
= (1 + a)2∥x∥2 − 2(1 + a)(a− b)⟨x, y⟩ − 2b(1 + a)⟨x, z⟩

+2b(a− b)⟨y, z⟩+ (a− b)2∥y∥2 + b2∥z∥2

= (1 + a)2∥x∥2 − (1 + a)(a− b)(∥x∥2 + ∥y∥2 − ∥x− y∥2)
−b(1 + a)(∥x∥2 + ∥z∥2 − ∥x− z∥2)
+b(a− b)(∥y∥2 + ∥z∥2 − ∥y − z∥2) + (a− b)2∥y∥2 + b2∥z∥2

= (1 + a)∥x∥2 − (a− b)∥y∥2 − b∥z∥2

+(1 + a)(a− b)∥x− y∥2 + b(1 + a)∥x− z∥2 − b(a− b)∥y − z∥2.

□

3. Proposed Method

We introduce our proposed method to solve VIP (1.1) below and give some discussions about our
method.
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Algorithm 1 2-Step Inertial Projection Method with Adaptive Step Size

1: Choose the parameters γ0, γ1 > 0, µ ∈
(
δ, 1−2δ

2

)
with δ ∈ (0, 14), β ≤ 0, and θ ∈ [0, 1). Choose

a nonnegative real sequence {an} such that
∑∞

n=1 an < ∞. Choose x−1, x0, x1 ∈ H as starting
points. Set n := 1.

2: Compute {
wn = xn + θ(xn − xn−1) + β(xn−1 − xn−2),
xn+1 = PC (wn − ((γn + γn−1)Axn − γn−1Axn−1)) ,

(3.1)

where

γn+1 =

{
min

{
µ∥xn−xn+1∥
∥Axn−Axn+1∥ , γn + an

}
, if Axn ̸= Axn+1,

γn + an, otherwise.
(3.2)

3: Set n← n+ 1, and go to 2.

We assume that the following conditions are satisfied in order to obtain weak convergence of our
proposed Algorithm 1.

Assumption 3.1. Suppose the following conditions are fulfilled:
(a) SD ̸= ∅,
(b) A is Lipschitz continuous on C with constant L > 0,
(c) A satisfies the following condition: whenever {xn} ⊂ C and xn ⇀ v∗, one has ∥Av∗∥ ≤

lim inf
n→∞

∥Axn∥,
(d) A is quasi-monotone on H.

We further assume the following conditions on the inertial parameters θ and β, and iterative parameters
δ and µ in Algorithm 1.

Assumption 3.2. Assume that θ and β satisfy the following conditions

(a) 0 ≤ θ < min
{

1−µ
2 , 2δ3 ,

1
2
−β+δ−µ

3

}
,

(b) β ≤ 0.

Remark 3.3. Observe that if µ < 1−2δ
2 , then 0 < 1

2 + δ − µ. We also note that if β ≤ 0, then by
Assumption 3.2 (a), we obtain

β < min
{ 2δ − 3θ

2(1 + θ)
,
1

2
+ δ − µ

}
.

Remark 3.4.
(i) Clearly, Algorithm 1 requires only one metric projection onto the feasible set C and one eval-

uation of A per iteration.
(ii) Assumption 3.1(c) is strictly weaker than the sequentially weakly continuous assumption in

[22] and other recent papers for solving pseudo-monotone VIPs. An example of an operator
satisfying Assumption 3.1(c) but not sequentially weakly continuous is Av = v∥v∥ ∀v ∈ C
(see [43]).

(iii) No Lipschitz constant of A is needed as input parameter in our proposed Algorithm 1 and
Algorithm 1 does not adopt the line search procedure but rather self-adaptive step sizes. Observe
from (3.2) that lim

n→∞
γn = γ, where γ ∈ [min{ µL , γ1}, γ1 + a], with a =

∑∞
n=1 an (see [22]).

(iv) When θ = 0 = β and an = 0 in Algorithm 1, our proposed method reduces to the method
studied in [46, Algorithm 3.1]. Also, Algorithm 1 becomes [16, Algorithm 3.2] when θ = 0 = β.
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The sequence {an} introduced in (3.2) allows the step sizes to increase from iteration to iteration
and hence, reduces the dependence of Algorithm 1 on the initial step size γ1. Note also that since
lim
n→∞

an = 0, the step sizes maybe non-increasing for large n. Hence, {an} is added in (3.2) to
improve on the self-adaptive step sizes used in [46, Algorithm 3.1] (which are non-increasing).

4. Convergence Results

In this section, we give our convergence results below.

Lemma 4.1. Suppose Assumptions 3.1 (a) and (b) are satisfied and Assumptions 3.2 are fulfilled. Then the
sequence {xn} generated by Algorithm 1 is bounded.

Proof. Pick z ∈ SD . Then z ∈ S ⊂ C . Using (2.2) and Lemma 2.2, we obtain

0 ≤ 2⟨xn+1 − wn + (γn + γn−1)Axn − γn−1Axn−1, z − xn+1⟩
= 2⟨xn+1 − wn, z − xn+1⟩+ 2γn⟨Axn, z − xn+1⟩
+ 2γn−1⟨Axn −Axn−1, z − xn+1⟩
= ∥wn − z∥2 − ∥xn+1 − wn∥2 − ∥xn+1 − z∥2 + 2γn⟨Axn, z − xn+1⟩ (4.1)
+ 2γn−1⟨Axn −Axn−1, z − xn+1⟩.

Since xn+1 ∈ C and z ∈ SD , we get from (2.1) that ⟨Axn+1, xn+1− z⟩ ≥ 0, ∀n ≥ 1. This implies that
⟨Axn, z − xn+1⟩ ≤ ⟨Axn −Axn+1, z − xn+1⟩, ∀n ≥ 1. Then (4.1) becomes

∥xn+1 − z∥2 ≤ ∥wn − z∥2 − ∥xn+1 − wn∥2 + 2γn⟨Axn −Axn+1, z − xn+1⟩
+ 2γn−1⟨Axn −Axn−1, z − xn⟩+ 2γn−1⟨Axn −Axn−1, xn − xn+1⟩. (4.2)

By (3.2), we get

2γn−1⟨Axn −Axn−1, xn − xn+1⟩ ≤ 2γn−1∥Axn −Axn−1∥∥xn − xn+1∥

≤ 2
γn−1

γn
µ∥xn − xn−1∥∥xn − xn+1∥

≤ γn−1

γn
µ
(
∥xn − xn−1∥2 + ∥xn+1 − xn∥2

)
. (4.3)

Similarly, we obtain

2γn⟨Axn+1 −Axn, z − xn+1⟩ ≥ −
γn
γn+1

µ
(
∥xn+1 − xn∥2 + ∥xn+1 − z∥2

)
. (4.4)

By Remark 3.4(iii) and the condition µ ∈
(
δ, 1−2δ

2

)
, we have that lim

n→∞
γn−1

γn
µ = µ < 1

2 − δ. Hence,
there exists n0 ≥ 1 such that γn−1

γn
µ < 1

2−δ ∀n ≥ n0. Furthermore,− γn
γn+1

µ > −1
2+δ > −1

2 ∀n ≥ n0.
Consequently, (4.3) and (4.4) become

2γn−1⟨Axn −Axn−1, xn − xn+1⟩ ≤
(
1

2
− δ

)(
∥xn − xn−1∥2 + ∥xn+1 − xn∥2

)
, (4.5)

∀n ≥ n0 and

2γn⟨Axn+1 −Axn, z − xn+1⟩ ≥ −
1

2

(
∥xn+1 − xn∥2 + ∥xn+1 − z∥2

)
, (4.6)

∀n ≥ n0, respectively.
Using (4.5) in (4.2), we have ∀n ≥ n0,

∥xn+1 − z∥2 ≤ ∥wn − z∥2 − ∥xn+1 − wn∥2 + 2γn⟨Axn −Axn+1, z − xn+1⟩

+2γn−1⟨Axn −Axn−1, z − xn⟩+
(1
2
− δ

)
∥xn − xn−1∥2
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+
(1
2
− δ

)
∥xn+1 − xn∥2. (4.7)

Observe that
wn − z = xn + θ(xn − xn−1) + β(xn−1 − xn−2)− z

= (1 + θ)(xn − z)− (θ − β)(xn−1 − z)− β(xn−2 − z).

Therefore, by Lemma 2.3, we obtain
∥wn − z∥2 = ∥(1 + θ)(xn − z)− (θ − β)(xn−1 − z)− β(xn−2 − z)∥2

= (1 + θ)∥xn − z∥2 − (θ − β)∥xn−1 − z∥2 − β∥xn−2 − z∥2

+(1 + θ)(θ − β)∥xn − xn−1∥2 + β(1 + θ)∥xn − xn−2∥2

−β(θ − β)∥xn−1 − xn−2∥2. (4.8)
Furthermore,

∥xn+1 − wn∥2 = ∥xn+1 − (xn + θ(xn − xn−1) + β(xn−1 − xn−2))∥2

= ∥xn+1 − xn − θ(xn − xn−1)− β(xn−1 − xn−2)∥2

= ∥xn+1 − xn∥2 − 2θ⟨xn+1 − xn, xn − xn−1⟩
−2β⟨xn+1 − xn, xn−1 − xn−2⟩+ θ2∥xn − xn−1∥2

+2βθ⟨xn − xn−1, xn−1 − xn−2⟩+ β2∥xn−1 − xn−2∥2

≥ ∥xn+1 − xn∥2 − 2θ∥xn+1 − xn∥∥xn − xn−1∥
−2β∥xn+1 − xn∥∥xn−1 − xn−2∥+ θ2∥xn − xn−1∥2

−2βθ∥xn−1 − xn∥∥xn−1 − xn−2∥+ β2∥xn−1 − xn−2∥2

≥ ∥xn+1 − xn∥2 − θ∥xn+1 − xn∥2 − θ∥xn − xn−1∥2

−β∥xn+1 − xn∥2 − β∥xn−1 − xn−2∥2 + θ2∥xn − xn−1∥2

−βθ∥xn−1 − xn∥2 − βθ∥xn−1 − xn−2∥2 + β2∥xn−1 − xn−2∥2

= (1− β − θ)∥xn+1 − xn∥2 + (θ2 − θ − βθ)∥xn − xn−1∥2

+(β2 − β − βθ)∥xn−1 − xn−2∥2. (4.9)
Using (4.8) and (4.9) in (4.7), we obtain for all n ≥ n0,

∥xn+1 − z∥2 ≤ (1 + θ)∥xn − z∥2 − (θ − β)∥xn−1 − z∥2 − β∥xn−2 − z∥2

+(1 + θ)(θ − β)∥xn − xn−1∥2 + β(1 + θ)∥xn − xn−2∥2

−β(θ − β)∥xn−1 − xn−2∥2 − (1− β − θ)∥xn+1 − xn∥2

−(θ2 − θ − βθ)∥xn − xn−1∥2 − (β2 − β − βθ)∥xn−1 − xn−2∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩+
(1
2
− δ

)
∥xn − xn−1∥2

+
(1
2
− δ

)
∥xn+1 − xn∥2 + 2γn⟨Axn −Axn+1, z − xn+1⟩. (4.10)

Then, we have from (4.10) (noting that 2β(1 + θ) ≤ 0) that for all n ≥ n0,
∥xn+1 − z∥2 ≤ (1 + θ)∥xn − z∥2 − (θ − β)∥xn−1 − z∥2 − β∥xn−2 − z∥2

+(1 + θ)(θ − β)∥xn − xn−1∥2 − β(θ − β)∥xn−1 − xn−2∥2

−(1− β − θ)∥xn+1 − xn∥2 − (θ2 − θ − βθ)∥xn − xn−1∥2

−(β2 − β − βθ)∥xn−1 − xn−2∥2 + 2γn−1⟨Axn −Axn−1, z − xn⟩

+
(1
2
− δ

)
∥xn − xn−1∥2 +

(1
2
− δ

)
∥xn+1 − xn∥2
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+2γn⟨Axn −Axn+1, z − xn+1⟩
= (1 + θ)∥xn − z∥2 − (θ − β)∥xn−1 − z∥2 − β∥xn−2 − z∥2

+
[
(1 + θ)(θ − β)− (θ2 − θ − βθ)

]
∥xn − xn−1∥2 − (1− β − θ)∥xn+1 − xn∥2

−
[
β(θ − β) + (β2 − β − βθ)

]
∥xn−1 − xn−2∥2 +

(1
2
− δ

)
∥xn − xn−1∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩+
(1
2
− δ

)
∥xn+1 − xn∥2

+2γn⟨Axn −Axn+1, z − xn+1⟩. (4.11)

Therefore, we obtain from (4.11) that

∥xn+1 − z∥2 − θ∥xn − z∥2 − β∥xn−1 − z∥2 + (1− β − θ)∥xn+1 − xn∥2

+2γn⟨Axn+1 −Axn, z − xn+1⟩
≤ ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2 + (1− β − θ)∥xn − xn−1∥2

+(3θ − 1)∥xn − xn−1∥2 + β∥xn−1 − xn−2∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩+
(1
2
− δ

)
∥xn − xn−1∥2

+
(1
2
− δ

)
∥xn+1 − xn∥2,∀n ≥ n0.

Thus, ∀n ≥ n0,

∥xn+1 − z∥2 − θ∥xn − z∥2 − β∥xn−1 − z∥2 +
(1
2
− β − θ + δ

)
∥xn+1 − xn∥2

+2γn⟨Axn+1 −Axn, z − xn+1⟩

≤ ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2 +
(1
2
− β − θ + δ

)
∥xn − xn−1∥2

+(1− 2δ)∥xn − xn−1∥2 + (3θ − 1)∥xn − xn−1∥2 + β∥xn−1 − xn−2∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩. (4.12)

For each n ≥ 0, define

Γn := ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2 +
(1
2
− β − θ + δ

)
∥xn − xn−1∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩.

We next show that Γn ≥ 0. Now,

Γn = ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2

+
(1
2
− β − θ + δ

)
∥xn − xn−1∥2

+2γn−1⟨Axn −Axn−1, z − xn⟩
≥ ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2

+
(1
2
− β − θ + δ

)
∥xn − xn−1∥2

−2γn−1∥Axn −Axn−1∥∥xn − z∥
≥ ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2

+
(1
2
− β − θ + δ

)
∥xn − xn−1∥2
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−2γn−1µ

γn
∥xn − xn−1∥∥xn − z∥

≥ ∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2

+
(1
2
− β − θ + δ

)
∥xn − xn−1∥2

−γn−1µ

γn

[
∥xn − xn−1∥2 + ∥xn − z∥2

]
=

(
1− γn−1µ

γn

)
∥xn − z∥2

+
(1
2
− β − θ + δ − γn−1µ

γn

)
∥xn − xn−1∥2

−θ∥xn−1 − z∥2 − β∥xn−2 − z∥2. (4.13)

Using Lemma 2.2, we obtain

∥xn−1 − z∥2 = ∥(xn−1 − xn) + (xn − z)∥2

= ∥xn − xn−1∥2 + ∥xn − z∥2 + 2⟨xn−1 − xn, xn − z⟩
≤ 2∥xn − xn−1∥2 + 2∥xn − z∥2. (4.14)

If we combine (4.13) and (4.14), we get

Γn ≥
(
1− γn−1µ

γn

)
∥xn − z∥2 +

(1
2
− β − θ + δ − γn−1µ

γn

)
∥xn − xn−1∥2

−2θ∥xn − xn−1∥2 − 2θ∥xn − z∥2 − β∥xn−2 − z∥2

=
(
1− γn−1µ

γn
− 2θ

)
∥xn − z∥2 − β∥xn−2 − z∥2

+
(1
2
− β − θ + δ − γn−1µ

γn
− 2θ

)
∥xn − xn−1∥2. (4.15)

Observe that

lim
n→∞

(1
2
− β − θ + δ − γn−1µ

γn
− 2θ

)
=

1

2
− β − θ + δ − µ− 2θ > 0,

by the condition that θ <
1
2
−β+δ−µ

3 and

lim
n→∞

(
1− γn−1µ

γn
− 2θ

)
= 1− µ− 2θ > 0,

by the condition that θ < 1−µ
2 . Therefore, there exists n1 ∈ N, n1 ≥ n0 such that

1

2
− β − θ + δ − γn−1µ

γn
− 2θ > 0; 1− γn−1µ

γn
− 2θ > 0, ∀n ≥ n1. (4.16)

Hence, by (4.16) and β ≤ 0, we obtain from (4.15) that Γn ≥ 0,∀n ≥ n1 ≥ n0.

Also by (4.12), we get

Γn+1 ≤ Γn +
[
(1− 2δ) + (3θ − 1)

]
∥xn − xn−1∥2

+β∥xn−1 − xn−2∥2

= Γn − (2δ − 3θ)∥xn − xn−1∥2 + β∥xn−1 − xn−2∥2. (4.17)
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Since θ < 2δ
3 , we have 2δ − 3θ > 0 and by β ≤ 0, we obtain from (4.17) that lim

n→∞
Γn exists. Conse-

quently,

lim
n→∞

−
[
− (2δ − 3θ)∥xn − xn−1∥2 + β∥xn−1 − xn−2∥2

]
= 0. (4.18)

Hence,

0 ≤ (2δ − 3θ)∥xn − xn−1∥2

≤ −
[
− (2δ − 3θ)∥xn − xn−1∥2 + β∥xn−1 − xn−2∥2

]
. (4.19)

We obtain from (4.19) that
lim
n→∞

(2δ − 3θ)∥xn − xn−1∥2 = 0.

Hence, we have
lim
n→∞

∥xn+1 − xn∥ = 0. (4.20)

Also,

∥xn+1 − wn∥ = ∥xn+1 − xn − θ(xn − xn−1)− β(xn−1 − xn−2)∥
≤ ∥xn+1 − xn∥+ θ∥xn − xn−1∥+ |β|∥xn−1 − xn−2∥ → 0 (4.21)

as n → ∞. Since lim
n→∞

Γn exists and lim
n→∞

∥xn − xn−1∥ = 0, we obtain from (4.15) that the sequence
{xn} is bounded. □

Using the ideas in [22], we have the following lemma.

Lemma 4.2. Let {xn} be generated by Algorithm 1 such that Assumption 3.1(a)-(d) and Assumptions
3.2 (a)-(b) are satisfied. If v∗ is one of the weak cluster points of {xn}, then we have at least one of the
following: v∗ ∈ SD or Av∗ = 0.

Proof. By Lemma 4.1, {xn} is bounded. Hence, let v∗ be a weak cluster point of {xn}. Then, we can
choose a subsequence of {xn}, denoted by {xnk

} such that xnk
⇀ v∗ ∈ C.

We consider the following two possible cases.
Case I: Suppose that lim sup

k→∞
∥Axnk

∥ = 0. Then, lim
k→∞

∥Axnk
∥ = lim inf

k→∞
∥Axnk

∥ = 0. Thus, we obtain

from Assumption 3.1(c) that

0 < ∥Av∗∥ ≤ lim inf
k→∞

∥Axnk
∥ = 0. (4.22)

This means that Av∗ = 0.
Case II: Suppose that lim sup

k→∞
∥Axnk

∥ > 0. Then without loss of generality, we can choose a subse-

quence of {Axnk
} still denoted by {Axnk

} such that lim
k→∞

∥Axnk
∥ = M1 > 0. Now, using (2.2), we

obtain for all y ∈ C, that

0 ≤ ⟨xnk+1 − xnk
+ ((γnk

+ γnk−1)Axnk
+ γnk−1Axnk−1) , y − xnk+1⟩

= ⟨xnk+1 − xnk
, y − xnk+1⟩+ γnk

⟨Axnk
, y − xnk

⟩
+ γnk

⟨Axnk
, xnk

− xnk+1⟩+ γnk−1⟨Axnk
−Axnk−1, y − xnk+1⟩. (4.23)

Since A is Lipschitz continuous on C , we have from (4.20) that lim
n→∞

∥Axn−Axn−1∥ = 0. Now, using
this and (4.20) in (4.23), we get

0 ≤ lim inf
k→∞

⟨Axnk
, y − xnk

⟩ ≤ lim sup
k→∞

⟨Axnk
, y − xnk

⟩ <∞, ∀y ∈ C. (4.24)

Based on (4.24), we consider the following two cases under Case II:
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Case 1: Suppose that lim sup
k→∞

⟨Axnk
, y − xnk

⟩ > 0 ∀y ∈ C. Then we can choose a subsequence of

{xnk
} denoted by {xnkj

} such that lim
j→∞
⟨Axnkj

, y − xnkj
⟩ > 0. Thus, there exists j0 ≥ 1 such that

⟨Axnkj
, y − xnkj

⟩ > 0 ∀j ≥ j0, which by the quasi-monotonicity of A on C, implies that ⟨Ay, y −
xnkj
⟩ ≥ 0 ∀y ∈ C, j ≥ j0. Hence, letting j → ∞, we get that ⟨Ay, y − v∗⟩ ≥ 0 ∀y ∈ C. Therefore,

v∗ ∈ SD.
Case 2: Suppose that lim sup

k→∞
⟨Axnk

, y − xnk
⟩ = 0 ∀y ∈ C. Then, by (4.24), we get

lim
k→∞
⟨Axnk

, y − xnk
⟩ = 0 ∀y ∈ C, (4.25)

from which we get that

⟨Axnk
, y − xnk

⟩+ |⟨Axnk
, y − xnk

⟩|+ 1

k + 1
> 0 ∀y ∈ C. (4.26)

Also, since lim
k→∞

∥Axnk
∥ = M1 > 0, we can find k0 ≥ 1 such that ∥Axnk

∥ > M1
2 ∀k ≥ k0. Hence, we

can set bnk
=

Axnk
∥Axnk

∥2 ∀k ≥ k0. Thus, ⟨Axnk
, bnk
⟩ = 1 ∀k ≥ k0. Therefore, by (4.26), we get〈

Axnk
, y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1
− xnk

]〉
> 0,

and using the quasi-monotonicity of A on H, we obtain〈
A
(
y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

])
, y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

〉
≥ 0.

This implies that

⟨Ay, y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

⟩

≥ ⟨Ay,A(y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
), y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

⟩

≥ −∥Ay −A(y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
)∥ · ∥y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

∥

≥ −L∥bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
∥ · ∥y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

∥

=
−L
∥Axnk

∥

(
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

)
· ∥y + bnk

[
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

]
− xnk

∥

≥ −2L
M1

(
|⟨Axnk

, y − xnk
⟩|+ 1

k + 1

)
M2, (4.27)

for some M2 > 0, where the existence of M2 is from the boundedness of {y+ bnk

[
|⟨Axnk

, y−xnk
⟩|+

1
k+1

]
− xnk

}. Now, observe that (4.25) implies that lim
k→∞

(
|⟨Axnk

, y − xnk
⟩| + 1

k+1

)
= 0. Thus, as

k →∞ in (4.27), we get that ⟨Ay, y − v∗⟩ ≥ 0, ∀y ∈ C. Therefore, v∗ ∈ SD. □

We now give our weak convergence theorem below.

Theorem 4.3. Suppose Assumptions 3.1(a)-(d), Assumptions 3.2 (a)-(b) are fulfilled andAx ̸= 0,∀x ∈ C .
Then, {xn} generated by Algorithm 1 converges weakly to an element of SD ⊂ S.

Proof. Suppose wω(xn) is the set of weak cluster points of {xn}. We show that
wω(xn) ⊂ SD.

Take v∗ ∈ wω(xn). Then, there exists a subsequence {xnk
} ⊂ {xn} such that xnk

⇀ v∗, k → ∞.
Since C is weakly closed, we have that v∗ ∈ C . Since Ax ̸= 0, ∀x ∈ C , we have Av∗ ̸= 0. By Lemma
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4.2, we get v∗ ∈ SD . Therefore, wω(xn) ⊂ SD.

Since lim
n→∞

Γn exists and lim
n→∞

∥xn+1 − xn∥ = 0, we have that

lim
n→∞

[
∥xn − z∥2 − θ∥xn−1 − z∥2 − β∥xn−2 − z∥2

]
(4.28)

exists for all z ∈ SD .

We now show that xn ⇀ x∗ ∈ SD . Let us assume that there exist {xnk
} ⊂ {xn} and {xnj} ⊂ {xn}

such that xnk
⇀ v∗, k →∞ and xnj ⇀ x∗, j →∞. We show that v∗ = x∗.

Observe that
2⟨xn, x∗ − v∗⟩ = ∥xn − v∗∥2 − ∥xn − x∗∥2 − ∥v∗∥2 + ∥x∗∥2, (4.29)

2⟨−θxn−1, x
∗ − v∗⟩ = −θ∥xn−1 − v∗∥2 + θ∥xn−1 − x∗∥2

+θ∥v∗∥2 − θ∥x∗∥2 (4.30)
and

2⟨−βxn−2, x
∗ − v∗⟩ = −β∥xn−2 − v∗∥2 + β∥xn−2 − x∗∥2

+β∥v∗∥2 − β∥x∗∥2. (4.31)
Addition of (4.29), (4.30) and (4.31) gives

2⟨xn − θxn−1 − βxn−2, x
∗ − v∗⟩ =

(
∥xn − v∗∥2 − θ∥xn−1 − v∗∥2 − β∥xn−2 − v∗∥2

)
−
(
∥xn − x∗∥2 − θ∥xn−1 − x∗∥2 − β∥xn−2 − x∗∥2

)
+(1− θ − β)(∥x∗∥2 − ∥v∗∥2).

According to (4.28), we have

lim
n→∞

[
∥xn − x∗∥2 − θ∥xn−1 − x∗∥2 − β∥xn−2 − x∗∥2

]
exists and

lim
n→∞

[
∥xn − v∗∥2 − θ∥xn−1 − v∗∥2 − β∥xn−2 − v∗∥2

]
exists. This implies that

lim
n→∞

⟨xn − θxn−1 − βxn−2, x
∗ − v∗⟩

exists. Now,
⟨v∗ − θv∗ − βv∗, x∗ − v∗⟩ = lim

k→∞
⟨xnk

− θxnk−1 − βxnk−2, x
∗ − v∗⟩

= lim
n→∞

⟨xn − θxn−1 − βxn−2, x
∗ − v∗⟩

= lim
j→∞
⟨xnj − θxnj−1 − βxnj−2, x

∗ − v∗⟩

= ⟨x∗ − θx∗ − βx∗, x∗ − v∗⟩,

and this yields
(1− θ − β)∥x∗ − v∗∥2 = 0.

Since β ≤ 0 < 1 − θ, we obtain that x∗ = v∗. Hence, {xn} converges weakly to a point in SD . This
completes the proof.

□
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5. Numerical Experiments

In this section, using the following test examples, we compare Algorithm 1 with other known methods
in the literature ( [46, Algorithm 3.1], [22, Algorithms 3.1, 3.2 and 3.3], [25, Algorithm 1], [26, Algorithm
3.1] and [48, Algorithm 3.1]). We also consider our method with the cases when θ = 0 = β (in this
case, Algorithm 1 reduces to [16, Algorithm 3.2]) and β = 0 (in this case, Algorithm 1 reduces to [15,
Algorithm 1]) to show the advantage gained with the introduction of the two-step inertial extrapolation
wn = xn + θ(xn − xn−1) + β(xn−1 − xn−2) in Algorithm 1.

Example 5.1. This example was also considered in [22]. Let C = [−1, 1] and

Av =


2v − 1, v > 1,
v2, v ∈ [−1, 1],
−2v − 1, v < −1.

Here A is quasi-monotone and Lipschitz continuous with SD = {−1} and S = {−1, 0}.

Example 5.2. [22] Let C = [0, 1]m and Av = (h1v, h2v, · · · , hmv),
where hiv = v2i−1 + v2i + vi−1vi + vivi+1 − 2vi−1 + 4vi + vi+1 − 1, i = 1, 2, · · · ,m,
v0 = vm+1 = 0.Then A is quasi-monotone.

The next example shows that our Algorithm 1 still works for the VIP (1.1) when A is not quasi-
monotone.

Example 5.3. [22] Let C = {v ∈ R2 : v21 + v22 ≤ 1, 0 ≤ v1} and A(v1, v2) = (−v1ev2 , v2). It can be
shown that A is not quasi-monotone with (1, 0) ∈ SD and S = {(1, 0), (0, 0)}.

We consider the next example in infinite dimensional Hilbert space.

Example 5.4. Let H = {v = (v1, v2, . . . , vi, . . .) :
∑∞

i=1 |vi|2 < +∞}. Let α, β ∈ R be such that
β > α > β

2 > 0. Take Cα = {v ∈ H : ∥v∥ ≤ α} and Aβ(v) = (β − ∥v∥)v. Then A is pseudo-
monotone and Lipschitz continuous (but not monotone), and hence quasi-monotone. Furthermore, we have
that SD = {0} = S.

We test the above examples by performing the following experiments.

Experiment 1:
In this experiment, we compare Algorithm 1 with other methods that involve only one evaluation of A
per iteration (that is, Algorithm 3.1 in [46], Algorithm 1 in [25] and Algorithm 3.1 in [26]), in order to
validate the benefits of incorporating the two-step inertial extrapolation.
During the computation for this experiment, we make use of the following:

• Algorithm 1: Take an = 16
(n+1)1.1

and δ = 0.24. Then we can choose µ = 0.25 and θ ∈
{0, 0.05, 0.1, 0.15}. We also take β = {−1, 0}, γ0 = 0.5 and γ1 = 1.
• Algorithm 3.1 in [46]: Take µ = 0.25, λ0 = 0.5 and λ1 = 1.
• Algorithm 1 in [25]: Take ϕ = 1.5, λ0 = 0.5 and λ̄ = 15. According to the author in [25], λ̄ is

given only to ensure the boundedness of the step size. Thus, it makes sense to choose it quite
large (see [25, page 389]).
• Algorithm 3.1 in [26]: Take δ = 0.5, σ = 0.5, ρ = 1

σ , λ0 = 0.5 and λ1 = 1.
We then take TOLn := max

{
∥xn+1 − xn∥2, ∥xn − xn−1∥2

}
with stopping criterion TOLn < ε for all

the algorithms in this experiment, where ε is the predetermined error. In particular, we take ε = 10−12.
Note that TOLn = 0 implies that xn is a solution of Problem (1.1). We also choose x−1, x0 and x1 as
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follows: x−1 = −0.1, x0 = 0.1, x1 = 0.2 for Example 5.1; m = 50 while x−1, x0 and x1 are ran-
domly chosen for Example 5.2; x−1 = (−0.4,−0.4), x0 = (0.2, 0.1), x1 = (0.8, 0.5) for Example 5.3;
x−1 = x0 = (1, 12 ,

1
4 , · · · ), x1 = (45 ,

16
25 ,

64
125 , · · · ) for Example 5.4.

Experiment 2:
In this experiment, we compare Algorithm 1 with methods that involve more than one evaluation of A
per iteration, in particular, those methods in the literature that were used for solving VIP with quasi-
monotone operator. That is, Algorithm 3.1, Algorithm 3.2 and Algorithm 3.3 in [22] (modified Tseng’s
method, extragradient method and subgradient extragradient method, respectively), and Algorithm 3.1
in [48].

• Algorithm 1: TOLn := ∥xn − xn+1∥+ ∥xn − xn−1∥, δ = 0.24, µ = 0.99(1−2δ)
2 ,

θ = 0.99
(
min

(
2δ
3 ,

1−µ
2 , 0.5−β+δ−µ

3

))
, an = 1

(n+1)1.1
, β = −2, γ0 = 0.5 and γ1 = 1.

• Algorithms 3.1, 3.2 and 3.3 in [22]: TOLn := ∥yn − xn∥/min{γn, 1}, µ = 0.5, an = 1
(n+1)1.1

and γ1 = 1.
• Algorithm 3.1 in [48]: TOLn := ∥xn−PC(xn−Axn)∥, α = 0.6, γ = 1.99, λ1 = 1, ϵn = 10000

n1.001

and θ = 10
n .

Unlike in Experiment 1, we use different TOLn for different methods for the comparison in this ex-
periment because these methods have different stopping criteria. However, the choices we have made
here have also been used by the authors of these methods (see [22, Section 4] and [48, Section 5]).
Furthermore, we choose x−1, x0 and x1 as follows:

• Example 5.1: Case 1: x−1 = −0.1, x0 = 0.1, x1 = 0.2; Case 2: x−1 = −0.2, x0 = 0.2,
x1 = 0.6; Case 3: x−1 = 0.1, x0 = −0.1, x1 = 0.7 and Case 4: x−1 = −0.9, x0 = 0.9,
x1 = 0.1.
• Example 5.2: m ∈ {50, 100, 150, 200} while x−1, x0 and x1 are randomly chosen.
• For Example 5.3: Case 1: x−1 = (0.11,−0.8), x0 = (0.2, 0.1), x1 = (0.8, 0.5); Case 2:
x−1 = (−0.11,−0.8), x0 = (0.1, 0.2), x1 = (0.1,−0.2); Case 3: x−1 = (−0.1,−0.2), x0 =
(0.5,−0.5), x1 = (0.3, 0.6) and Case 4: x−1 = (0.1,−0.2), x0 = (0.3,−0.6), x1 = (0.5,−0.5).
• Example 5.4: Case 1: x1 = (23 ,

4
9 ,

8
27 , · · · ), x−1 = x0 = (23 ,

4
9 ,

8
27 , · · · ); Case 2: x1 =

(12 ,
1
4 ,

1
8 , · · · ), x−1 = x0 = (23 ,

4
9 ,

8
27 , · · · ); Case 3: x1 = (45 ,

16
25 ,

64
125 , · · · ), x−1 = x0 =

(1, 12 ,
1
4 , · · · ); Case 4: x1 = (34 ,

9
16 ,

27
64 , · · · ); x−1 = x0 = (1, 14 ,

1
9 , · · · ).

All the computations are performed using Matlab 2016 (b) which is running on a personal computer
with an Intel(R) Core(TM) i5-2600 CPU at 2.30GHz and 8.00 Gb-RAM.
In Tables 1-6, “Iter” and “CPU” mean the CPU time in seconds and the number of iterations, respec-
tively. In Tables 1-2, “Alg.” and “Ex.” mean Algorithm and Example, respectively.

The numerical results for Experiment 1 are given in Tables 1-2 and Figures 1-2 while that of Experi-
ment 2 are given in Tables 3-6 and Figures 3-6.
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Figure 1. The behavior of TOLn for Experiment 1 with β = 0; ϵ = 10−12:: Top
Left: Example 5.1; Top Right: Example 5.2; Bottom Left: Example 5.3; Bottom

Right: Example 5.4.

Table 1: Comparison of algorithms for Experiment 1 with β = 0; ϵ = 10−12.
Alg.1
(θ = 0)

Alg.1 (θ =
0.05)

Alg.1
(θ = 0.1)

Alg.1 (θ =
0.15)

Alg.3.1
[46]

Alg.1
[25]

Alg.3.1
[26]

Ex.
5.1

CPU
Iter

0.0168
242

0.0053
220

0.0050
231

0.0080
221

0.3316
1163

0.1199
481

0.4865
1971

Ex.
5.2

CPU
Iter

0.0220
27

0.0159
24

0.0017
24

0.0022
23

0.1197
30

0.0842
32

0.2469
111

Ex.
5.3

CPU
Iter

0.0143
24

0.0057
22

0.0035
22

0.0044
21

0.1247
55

0.0232
30

0.2423
140

Ex.
5.4

CPU
Iter

1.2092
27

0.9814
22

0.9181
21

0.8354
19

1.2002
28

1.1737
32

3.6282
83
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Figure 2. The behavior of TOLn for Experiment 1 with β = −1; ϵ = 10−12: Top
Left: Example 5.1; Top Right: Example 5.2; Bottom Left: Example 5.3; Bottom

Right: Example 5.4.

Table 2: Comparison of algorithms for Experiment 1 with β = −1; ϵ = 10−12.
Alg.1
(θ = 0)

Alg.1 (θ =
0.05)

Alg.1
(θ = 0.1)

Alg.1 (θ =
0.15)

Alg.3.1
[46]

Alg.1
[25]

Alg.3.1
[26]

Ex.
5.1

CPU
Iter

0.0112
26

0.0029
27

0.0017
28

0.0015
29

0.3263
1163

0.1110
481

0.4812
1971

Ex.
5.2

CPU
Iter

0.0115
22

0.0021
20

0.0022
17

0.0018
18

0.1070
30

0.0821
32

0.2303
111

Ex.
5.3

CPU
Iter

0.0116
21

0.0107
17

0.0012
15

0.0010
18

0.1141
55

0.0213
30

0.2305
140

Ex.
5.4

CPU
Iter

1.0272
27

0.8911
19

0.3867
8

0.1079
2

1.2260
28

1.1932
32

3.6216
83
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Table 3: Comparison of algorithms for Experiment 2 (Example 5.1); ϵ = 10−6.
Algorithms Case 1 Case 2 Case 3 Case 4

CPU Iter CPU Iter CPU Iter CPU Iter
Algorithm 1 0.0010 389 0.0081 487 0.0020 655 0.0011 355
Algorithm 3.1 in [22] 0.0289 1002 0.0247 1005 0.0264 1005 0.0270 996
Algorithm 3.2 in [22] 0.0833 1008 0.0778 1019 0.0478 1023 0.0241 1001
Algorithm 3.3 in [22] 0.0400 998 0.0694 1009 0.0785 1013 0.0715 992
Algorithm 3.1 in [48] 0.1331 2177 0.1164 2120 0.1487 1439 0.0965 1529
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Figure 3. The behavior of TOLn for Experiment 2 (Example 5.1); ϵ = 10−6: Top
Left: Case 1; Top Right: Case 2; Bottom left: Case 3; Bottom Right: Case 4.

Remark 5.5.
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Table 4: Comparison of algorithms for Experiment 2 (Example 5.2); ϵ = 10−7.
Algorithms m = 50 m = 100 m = 150 m = 200

CPU Iter CPU Iter CPU Iter CPU Iter
Algorithm 1 0.0014 12 0.0020 13 0.0012 9 0.0009 10
Algorithm 3.1 in [22] 0.1061 76 0.1096 80 0.1054 66 0.1046 70
Algorithm 3.2 in [22] 0.1084 81 0.1126 87 0.1085 75 0.1079 82
Algorithm 3.3 in [22] 0.1061 66 0.1108 62 0.1091 64 0.1096 53
Algorithm 3.1 in [48] 0.1039 53 0.1078 59 0.1031 44 0.1070 50
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Figure 4. The behavior of TOLn for Experiment 2 (Example 5.2); ϵ = 10−7: Top
Left: m = 50; Top Right: m = 100; Bottom left: m = 150; Bottom Right: m = 200.

(i) In our convergence analysis, we assume that δ ∈ (0, 14), µ ∈
(
δ, 1−2δ

2

)
and 0 ≤ θ <

min
{

1−µ
2 , 2δ3 ,

1
2
−β+δ−µ

3

}
. This means that µ and θ both depend on the choice of δ. In par-

ticular, the closer δ is to 1
4 , the larger the interval of the inertial parameter θ but the smaller
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Table 5: Comparison of algorithms for Experiment 2 (Example 5.3); ϵ = 10−5

Algorithms Case 1 Case 2 Case 3 Case 4
CPU Iter CPU Iter CPU Iter CPU Iter

Algorithm 1 0.0010 7 0.0023 15 0.0011 10 0.0011 9
Algorithm 3.1 in [22] 0.1027 48 0.1085 73 0.1039 60 0.1067 56
Algorithm 3.2 in [22] 0.1052 52 0.1058 79 0.1062 65 0.1090 61
Algorithm 3.3 in [22] 0.1045 39 0.1042 37 0.1065 41 0.1076 37
Algorithm 3.1 in [48] 0.1374 97 0.1184 82 0.1175 108 0.1167 92
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Figure 5. The behavior of TOLn for Experiment 2 (Example 5.3); ϵ = 10−5: Top
Left: Case 1; Top Right: Case 2; Bottom left: Case 3; Bottom Right: Case 4.

the interval of µ. On the other hand, the closer δ is to zero, the larger the interval of µ but the
smaller the interval of θ.

(ii) Our numerical experiments in Section 5 show the benefits gained (in terms of number of itera-
tions and CPU time) over [46, Algorithm 3.1], [22, Algorithms 3.1, 3.2 and 3.3], [25, Algorithm
1], [26, Algorithm 3.1] and [48, Algorithm 3.1], by introducing the inertial parameters θ and β
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Table 6: Comparison of algorithms for Experiment 2 (Example 5.4); ϵ = 10−3.
Algorithms Case 1 Case 2 Case 3 Case 4

CPU Iter CPU Iter CPU Iter CPU Iter
Algorithm 1 0.4823 11 0.3030 7 0.4608 12 0.4986 12
Algorithm 3.1 in [22] 1.1965 29 1.2443 30 1.1143 27 1.1004 27
Algorithm 3.2 in [22] 1.7106 34 1.5688 31 1.8092 35 1.8236 35
Algorithm 3.3 in [22] 13.5817 25 1.7173 25 1.9735 25 14.3086 25
Algorithm 3.1 in [48] 25.4557 25 1.4581 25 1.5841 25 25.3428 25
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Figure 6. The behavior of TOLn for Experiment 2 (Example 5.4); ϵ = 10−3: Top
Left: Case 1; Top Right: Case 2; Bottom left: Case 3; Bottom Right: Case 4.

in our proposed Algorithm 1.
For instance, in Experiment 1, we considered different choices of θ and β including the choices
θ = 0 = β and β = 0. The numerical results from Tables 1-2 and Figures 1-2 validate the ad-
vantage brought by the two-step inertial extrapolation.
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6. Final Remarks

In this paper, we have presented a forward-reflected-backward splitting method with two-step in-
ertial extrapolation and self-adaptive step sizes to solve variational inequalities with quasi-monotone
operators in real Hilbert spaces. We give weak convergence analysis of our method under some stan-
dard conditions. Numerical illustration showed that our method is computationally cheaper than other
related methods in the literature. As part of our future projects, we shall consider a relaxed version
of our proposed method with correction term to solve variational inequalities in the setting of quasi-
monotone.
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